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Abstract

Since social robots are aimed to be operated by untrained users, interacting
with this type of robots should be very intuitive and natural. Since nothing
is more intuitive than our own communication skills, this new generation of
robots should be able to use and understand speech, facial expressions and/or
body language. These requirements have a direct impact on the design pa-
rameters. Together with the aim of social robots to be used in our daily lives,
which implies they need to be adapted to our environments and tools, this typ-
ically results in robot designs with main human characteristics. Many social
robots are therefore humanoid robots. The fact that these robots have similar
common outer features, does not imply that the internal mechanics are similar.
Different robot arms can have different degrees of freedom, with various joint
configurations. The difference in joint configuration makes that motion pat-
terns defined for a certain robot cannot be easily transferred to others. This
issue is known as the correspondence problem. When imitating, copying, mim-
icking or learning from an agent, a correspondence between the demonstrator
and imitator needs to be specified. When the agents have similar bodies, the
mapping is obvious, however, when using agents with significantly different
morphologies, this can become a difficult task. Therefore, in robotics, the cor-
respondence problem is often omitted by coding the gestures for one specific
robot configuration. Sharing gestures between robots is not straightforward
and therefore, when working with a new robot platform, new joint trajectories
to reach the desired postures need to be calculated and implemented.

In this thesis, we aim to provide a solution for the correspondence problem
and make the implementation of gestures more efficient by developing a generic
method to generate gestures for social robots. The innovative aspect of this
method is that it is constructed independently of any robot configuration, in-
stead, a human base model was used as a reference to construct the method’s
framework. To calculate gestures for a desired configuration, a limited set of
morphological information, inputted by the user, is used to evaluate the generic
framework. Since for different types of gestures, different features are impor-
tant, our method was designed to work in two modes. The block mode is
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used to calculate gestures whereby the overall arm placement is crucial, like
for emotional expressions. The end effector mode, on the other hand, is devel-
oped for end-effector depending gestures, i.e. gestures whereby the placement
of the end-effector is important, like for manipulation and pointing. For the
latter type of gestures, the method provides the possibility of mood expression
by modulating the functional behavior into an affective gesture, using a set
of modification parameters. Furthermore, a mode mixer was implemented to
allow gestures calculated by the two modes to be combined into one blended
gesture. The different aspects of the gesture method were validated on both
the virtual model as the physical model of different humanoid robots, including
NAO, ASIMO, Pepper and Romeo.

In a next step, the developed gesture method was used as a novel tool in
the design process of social robots. Since gestures can be calculated for any
desired robot configuration with minimal effort by the programmer, the effect
of different design aspects on a series of postures can be studied by generating
a selected set of gestures for different morphologies and visualizing them on
a single virtual model. The gesture method proves its usefulness in the de-
sign process of social robots by providing insights in the influence of specific
joints, their collocation and joint angle range, helping the designer to make
substantiated trade-off’s in the design process.

As an ultimate validation of both aspects of the method, namely its usefulness
in generating gestures for a random robot configuration, as well as its applica-
bility in the design process of a social robot, a new version of the social robot
Probo was developed. The resulting robot, called Elvis, has an actuated arm
system, which was constructed semi-modular in order to allow for different con-
figurations to be studied. The joint configurations, as well as the exact design
of the different joint modules, resulted from an a-priori gesture study using the
developed software. Three morphologies, called Elvis-Ca, Elvis-Cb, and Elvis-
Cc, were physically realized. To conclude, gestures were successfully generated
for all three Elvis configurations using the generic gesture method.
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Nomenclature

Abbreviations

AU Action Unit
ASD Autism Spectrum Disorder
BAU Body Action Unit
CLIK Closed Loop Inverse Kinematics
CGI Computer Generated Imagery
DOF Degree Of Freedom
DH Denavit-Hartenberg
GUI Graphical User Interface
HRI Human-Robot Interaction
JRA Joint Range Availability
MP Minimum Posture
RAT Robot Assisted Therapy
R&MM Robotics and Multibody Mechanics
SDK Software Development Kit
val Valence

Symbols

a DH-parameter 1; link length
α DH-parameter 2; link twist
d DH-parameter 3; link offset
θ DH-parameter 4; joint angle
JA Analytical Jacobian
q Joint angle
qi Angle of joint i
qmax Maximum joint angle
qmin Minimum joint angle
qm Minimum posture angle
qa Affective posture angle
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R Rotation matrix
v Motion speed
x End-effector pose
xd Desired end-effector pose
xe Actual end-effector pose
z Transformed joint angle
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1 | Introduction

1.1 Motivation

The focus of communication in robotics research made a major switch the past
decades. Traditionally, robots are designed for industrial applications, with
specific tasks to be performed individually. There is no question of cooperation
with humans. On the contrary, for safety reasons, they are mostly kept in cages
to avoid contact with humans. Communicating with these robots is typically
achieved by trained operators using touch screens or other input devices. So-
cial robots, on the other hand, are aimed to work side by side with humans, in
numerous tasks in our daily life. Since this new generation of robots is aimed
to be operated by untrained users, including children, elderly people, therapists
and teachers, interacting with this type of robots should be very intuitive and
natural. Since nothing is more intuitive than our own communication skills,
social robots should be able to use and understand speech and non-verbal com-
munication skills, such as facial expressions and gestures. These requirements
have a direct impact on the design parameters. Together with the aim of social
robots to be used in our daily lives, implying they need to be adapted to our
environments and tools, this typically results in robot designs with main human
characteristics. Many social robots are therefore humanoid robots. The fact
these robots have similar common outer features does not imply that the inter-
nal mechanics are similar. Different robot arms can have different degrees of
freedom (DOF), with various joint configurations. Figure 1.1 illustrates this;
three humanoid robots with different joint configurations are shown. Figure
1.1a shows the humanoid ASIMO [1]. ASIMO’s arm contains 7 DOF, whereof
3 are responsible for the shoulder movement, 1 for the elbow flexion/extension
and another 3 for the wrist motion. Figure 1.1b shows the robot Justin [2].
Like ASIMO, Justin’s arm contains 7 DOF. The joints are however positioned
in a different way. While for ASIMO, different joints are grouped more or less
into a joint complex for the shoulder and wrist, Justin’s joints are all separated
from each other by links, except for the two latter wrist joints. The robot
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NAO (figure 1.1c) on the other hand, has an arm only consisting of 5 DOF.
In contrast to the two previous robots, only 1 joint is positioned in the wrist
zone.

This difference in joint configuration makes that motion patterns defined for
a certain robot cannot be easily transferred to others. This issue is known
as the correspondence problem [4][5]. When imitating, copying, mimicking
or learning from an agent, a correspondence between the demonstrator and
imitator needs to be specified by identifying a correct mapping between the two
agents. When the agents have similar bodies, the correspondence is obvious,
however, when using agents with significantly different morphologies, this can
become a difficult task. Therefore, in robotics, the correspondence problem
is often omitted by coding the gestures for one specific robot configuration.
When working with a new robot platform, new joint trajectories to reach the
desired postures need to be calculated and implemented. A generic method,
however, to generate gestures for different robot morphologies can be useful for
different research teams since it allows gestures to be shared between different
robots and minimizes the workload when implementing gestures on a new robot
platform.

1.2 Body language in human communication

1.2.1 Nonverbal communication

Nonverbal communication is a crucial feature in human interaction. Facial
expressions, body posture and gestures all convey information about a person’s
internal state, and contribute to the overall effectiveness of communication. At
least 60 percent of our total communication is realized nonverbally [6][7]. It
includes both concious as non-concious signs and reveals much information
about our personality, thoughts and feelings [8]. Multiple nonverbal systems
contribute to human communication. The tone of our speech, the way we use
space, our posture and our eye behavior are only a few examples of nonverbal
cues that shapes how a person is perceived by others. In this thesis, we are
interested in kinesics; the language of body position and movement, or shortly,
body language [6].

1.2.2 Classification of Body language and gestures

Ekman and Friesen’s classification of body language is based on the work of
Efron [9] and distinguishes five categories [10][11]:

• Emblems have a set of precise meanings. They are socially learned and
therefore, culturally variable. Emblems can repeat a word in a conversa-
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(a)

(b)

(c)

Figure 1.1: A similar outer appearance does not imply similar internal me-
chanics. Three robots with different joint configuration are shown. (a) ASIMO
[1]. (b) Justin [2]. (c) NAO [3].
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tion, replace it, provide a separate comment related to the words said, or
occar in the absence of speech. A commonly used emblem, for example,
is the thumbs up sign, used to express approval or encouragement.

• Manipulators, also called adaptors, or touching behavior [12], are
touching movements typically associated with internal states related to
arousal, anxiety or stress. They can be targeted toward the own body,
objects, or other persons. Examples are twisting the hair, tapping a pen
and scratching the nose. Manipulators are movements that are performed
on the edge of personal awareness and may thus serve unintentionally as
clues to how a person is feeling.

• Illustrators are movements that illustrate speech. They are intimately
related to what is verbally said, usually augmenting the spoken words.
Seven types of illustrators were defined by Ekman and Friesen:

– Batons are used to emphasize a particular word or phrase. They
are closely coordinated with speech and do not convey any semantic
content.

– Ideographs are hand gestures that trace or sketch the speaker’s
direction of thought. They are related to the logical structure of the
conversation

– Deictic gestures, or pointing gestures point or refer to a person,
object or place.

– Kinetographs are hand gestures that depict a physical action.
They mimic the action being described. An example is stretch-
ing the thumb and the little finger of a fist to mimic talking on the
phone.

– Spatial illustrators depict a spatial relationship between different
objects or persons referred to in the conversation.

– Pictographs are gestures that sketch what the speaker is referring
to.

– Rhythmic movements illustrate the rhythm or pacing of an event.

• Regulators are acts that have the purpose to regulate the flow of a
conversation by helping to initiate and terminate the speech of different
participants. Nodding the head during a conversation, for example, can
indicate understanding, and encourages the speaker to continue.

• Emotional expressions, also called affect displays, are signals that
display our internal affective state. They are mostly involuntary signals,
and thus often occur spontaneously. This category includes for example
bouncing to express happiness or raising the arms in front of the face
when expressing fear.

4



CHAPTER 1. INTRODUCTION

In their categorisation, Ekman and Friesen do not specify the term gesture.
In our daily use, the word gesture refers to a movement of the hands, face or
other body part to express an idea, meaning or feeling 1. In this perspective,
all of the five described categories can be seen as gestures. Some researchers,
however, maintain a more restricted meaning of the word. Kendon uses the
term gesture to refer to body movements that are made to communicate partic-
ular messages and that can be used in conjunction with, or in place of speech
[13]. Therefore, emotional expressions and manipulators are in his eyes not
considered as gestures [14]. In his work, Kendon focuses on gestures found in
spoken interaction, gestures that are not interpretable in the absence of speech.
This is what Ekman and Friesen clasified as illustrators. McNeill is interested
in the same category [15]. His classification is less detailed than that of Ekman
and Friesen, and distinguishes four main categories [16]:

• Iconic gestures display aspects of a concrete event, person or object
described in the conversation.

• Metaphoric gestures present an image of an abstract concept.

• Deictic gestures are pointing movements, as discussed above.

• Beat gestures are rhythmic movements that mark the speaker’s concep-
tion of the discourse. A beat has no own semantic content but emphasizes
important aspects of the conversation.

Each of these categories coincides with one ore more illustrator types defined
by Ekman and Friesen. Table 1.1 lists the correspondences.

Knapp [12] uses a similar interpretation of the term gesture and distinguishes
two categories;

• Speech independent gestures, coincident with the emblems defined
by Ekman and Friesen.

• Speech related gestures, coincident with the illustrators defined by
Ekman and Friesen.

1.2.3 Important nomenclature used in this thesis

In this thesis, we will use the categorisation of Ekman and Friesen. The term
gesture is used to depict a wide range of hand, face, or body movements. In
addition, the term emotional expression is used to describe an explicit, full
body action representing an internal emotional state. An affective gesture, on

1https://en.oxforddictionaries.com, http://dictionary.cambridge.org
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Table 1.1: Correspondence between the gesture categories defined by McNeill
and Ekman and Friesen’s illustrator types (adapted from [16]).

Ekman and Friesen McNeill

kinetographs
iconics

pictographs

ideographs
metaphorics

spatials

deictics deictics

batons
beats

rhythmics

the other hand, denotes another type of gesture, such as an illustrator ges-
ture or emblem, that is performed in such a way that emotional content is
conveyed in addition to the meanings of the gesture. Important features are
hereby, amongst others, the speed at which the gesture is performed and the
amplitude of the postures. Affective gestures are a subset of a broad collection
of affective functional behaviors, which contains, next to gestures, other ini-
tially neutral behaviors such as walking and grasping that are modulated into
affective motions.

1.3 Non-verbal communication in human-robot

interaction

1.3.1 Gestures for natural communication

The design of social robots is a challenging task. In contrast to classical indus-
trial robots, which can be more thought at as tools, social robots are aimed to
interact with people in an interpersonal manner [17]. They are used to achieve
social or emotional goals in different applications, such as education [18][19],
communication [20][21][22], collaboration [23][24][25] and health [26][27][28].
An intensively explored research field is the use of robots to ameliorate or
enhance different types of therapy, called robot assisted therapy (RAT). One
of the promising applications is the use of RAT for autism therapies. The
robot Probo, for example, designed at the Robotics and Multibody Mechanics
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Research (R&MM) Group of the Vrije Universiteit Brussel to study human-
robot interaction with children, was used for several experiments in this field
[29][30][31]. Also other robots have been used in this research area [32][33].
Another interesting research project running at the R&MM group is the EU-
project DREAM, whereof one of the challenges lies in building a complete
platform-independent cognitive architecture. The capabilities of this architec-
ture are to be evaluated in RAT with children with Autism Spectrum Disorder
(ASD). While the method discussed in this PhD thesis offers the flexibility of
automatically creating gestures for different robots, the DREAM project allows
to extend this flexibility of changing between robot platforms for a complete
experimental protocol [34][35][36].

For humans and robots to be able to work closely together in every day set-
tings, it is important to ensure a natural, intuitive interaction. Instead of
controlling a robot with a keyboard, touch screen or similar input device, using
human communication skills to guide the robot towards a task would be more
interesting and intuitive for all kinds of users. Therefore, social robots need to
be able to communicate using both verbal and nonverbal signs.

The effectiveness of using gestures for a fluent and natural human-robot inter-
action was investigated by different research teams. In [37], a gesturing robot
was perceived as having a higher level of conversation proficiency than a robot
using speech only. Furthermore, the use of gestures appeared to have a positive
effect on the familiarity and human-likeness of the robot. The positive effect
of gestures on the likability and perceived anthorpomorphism of a robot was
also investigated by Salem et al. [38], while Breazeal et al. found promising
evidence that nonverbal communication does not only enhances the likeability
of robots, but also improves the effectiveness of human-robot teamwork [39].
Similarly, an experimental study conducted by Elprama et al. [23] indicated
that factory workers are more eager to cooperate with a robot exhibiting social
cues.

Numerous research projects have been set up to investigate different aspects
of gesturing in HRI. The recognition of human gestures by robots comprises a
large domain. However, here, we focus on gestures performed by robots, and
specifically, how they are implemented.

Emblems

In [40], the use of emblematic gestures was investigated. A number of emblems
were generated by a human and the humanoid robot NAO and the perception
of both gesture sets was studied. Nine frequently used emblems were selected.
To generate the gestures for the robot, several representative key poses were
selected from the human’s gesture and mapped to the robot’s configuration.
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Regulators

Chao et al. [41] developed an architecture to control turn-taking in social
human-robot interaction, named CADENCE, and validated it on the robot
Simon (Meka Robotics). The implemented robot actions are speech, manipu-
lation, gaze and gestures. The gestures are pre-recorded animations resulting
from human motion capture. To enable a range of social dynamics for the
human-robot interaction, the model is parametrized. By manipulating the
turn-taking parameters, different robot behaviors can be obtained. As a result,
different personalities are attributed to the robot by the interaction partner.

Yokoyama et al. [42] focused on the output timings of regulators. In a first
step, the tendency of output timings in human interaction was analysed by
monitoring the timings at which the nonverbal cues appear in reference to the
start of the utterance. Afterwards, the use of different types of regulators and
a variety of output timings were validated during a human-robot interaction.

Illustrators

In the category illustrators, most of the performed research is related to the use
of deictic gestures. Human interaction experiments performed by Gullberg [43]
indicated that deictic illustrators are mostly used (56%), followed by iconics
(23%), metaphorics (11%) and beats (10%). This distribution was largely
confirmed by Allen [44], who experimentally found that deictic illustrators are
mostly used (68%), followed by iconics (20%), beats (11%), and metaphorics
(2%). Furthermore, deictic gestures are important features in establishing joint
attention, a crucial skill for language development and the theory of mind in
children [45][46]. Considering their importance, it is not remarkable that this
type of illustrator gains most attention in human-robot interaction research.

In [47], the perception of robotic deictic gestures was studied. Four types of
deictic signals were implemented on the robot Bandit, namely pointing with
the head, with a straight arm, with a bent arm, and a combined head-arm
pointing gesture. As can be expected, pointing with synchronized combined
modalities appeared to outperform the single modalities. Furthermore, the
physical characteristics of the gesture (pointing with a straight or bent arm)
were proven to have an important influence on the perceptual accuracy.

Sauppé and Mutlu [48] investigated the communicational effectiveness of sev-
eral deictic gestures in different settings. Six types of gestures, namely point-
ing, presenting, touching, exhibiting, grouping and sweeping, were performed
by NAO. To implement the gestures, the puppeteering technique was used.
Here, the robot is manually put in position by the designer, while the joint an-
gles are saved by a capturing program at several keyframes. These keyframes
are then used to generate arm-motion trajectories, which are replayed during
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interaction.

In [49], the use of deictic gestures in giving route directions was studied. The
effectiveness of route directions given by the robot Robovie was studied in a
setting with and without the use of pointing gestures. Next to an increase
in the correctness of the interpreted directions when using gestures, also the
subjective evaluation of easiness and naturalness was rated higher.

Emotional expressions

People may wonder why it is necessary for robots to express emotions. While
deictic gestures, for example, are obviously ”functional” gestures, the useful-
ness of implementing emotional expressions may not be straightforward. The
primary reason of implementing emotion in robots, is that it helps in creating a
believable human-robot interaction [50][51]. It is a necessary feature for robots
to be socially accepted [52]. Expressing emotions helps in creating an illusion
of life in robots, and makes users attribute a personality and feelings to the
robot [53]. Furthermore, emotion provides feedback to the user, indicating the
internal state, goals and intentions of the robot [54]. They contribute to the
transparency of the robot’s behavior, and as such, facilitate the human-robot
interaction [17]. A robot that uses expressive cues, next to speech and speech
accompanying gestures, is able to create a more cooperative relationship with a
human [55]. In addition, results indicate that, if a robot has a compelling per-
sonality, people are more willing to interact and establish a relationship with
it [56][57]. Numerous robots with facial expression modalities have been devel-
oped, such as Kismet [58], Probo [59], ROMAN [60] and WE-4RII [61]. Next
to facial expressions, also body language has proven to be useful in expressing
emotion [62][63][64].

The robot WE-4RII [61][65] was developed to study human-like emotion. The
robot features a head with 24 DOF to successfully generate facial expressions.
Furthermore, the robot uses its waist, neck and 9 DOF arms to output emo-
tional expressions. Motion patterns were implemented for the six basic emo-
tions; happiness, sadness, disgust, fear and surprise and evaluated through user
studies.

In [64], the emotional expressiveness of the robot KOBIAN is discussed. KO-
BIAN’s head is based on that of WE-4RII, but only contains 7 DOF. In a
first experiment, the difference in perception of body emotion expression, fa-
cial expression and the combination of the two features is investigated. Results
showed that the expressiveness significantly increases when using a combina-
tion of body and facial expression. Since for the same emotion, people use
different bodily expressions, in a second experiment, multiple motion patterns
for the expression of seven emotions (happiness, sadness, fear, disgust, anger,
surprise and perplexity) were created and validated. Next to the original pat-

9



terns created by the researchers itself, additional expressions were created by a
photographer and a cartoonist. Both artists selected an optimal posture rep-
resenting the seven emotions. In a next step, a professional actor was asked
to replicate these emotional expression. These movements were recorded and
used to generate corresponding motion patterns for the robot.

Beck et al. [52] investigated the effect of the head position on the recognizabil-
ity of emotional expressions. Six emotions were selected; anger, sadness, fear,
pride, happiness and excitement. Expressive key poses were constructed for
NAO by using motion capture data from a professional actor performing the
expressions. The experimental poses were created by systematically altering
the head positions for the six key poses. Results showed that the head position
has a strong effect on the perception of the poses. Lowering the head leads to a
decrease in perceived arousal and valence, while moving the head up increases
the dimensions. The influence was so significant that, for example, the altered
anger display with the head moved was interpreted as happiness.

Adaptors

Like emotional expressions, adaptor gestures can be used to increase the alive-
ness of the robot. Aldebaran’s Choreograph Suite, which can be used to create
and play animations for NAO or Pepper, features a Autonomous Life option,
making the robot to wag slightly, alter its head position and blink. Similarly,
the robot Probo uses eye-blinking, changes its gaze randomly and flaps his ears
regularly to create an illusion of aliveness.

Cuijpers and Knops found that a robot that uses idle motions, including a
number of adaptor gestures such as posture shifts and head motions, is per-
ceived as more human-like, alive and empathic [66]. Esteban et al. investigated
the effect of socially reactive behaviours, including interactive eye blinking, and
reactions to physical contact, and found that these feature help in achieve longer
interactions and a higher degree of engagement [67].

1.3.2 Implementing gestures for robots

1.3.2.1 The correspondence problem

As demonstrated above, a number of robots capable of gesturing have been
developed and different aspects of robot gesture have been studied. When
analysing the different research projects, an important feature can be noted.
The gestures implemented in robots are mostly restricted to a set of gestures
necessary for the current research, and often limited to one type of gestures.

The reason for this can be found in the way gestures are implemented. Ges-
tures are mostly preprogrammed off-line for the current robot configuration.
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The created postures are stored in a database and are replayed during inter-
action. This is the case for, amongst others, Robovie [68] and HRP-2 [69].
In specific, the robot postures can be based on human video recordings or
photographs. This technique was for example used for generating emblematic
gestures for NAO [40] and for constructing emotional expressions for Kobian
[64]. As mentioned above, another possibility is the puppetering technique,
used in [48] to create deictic gestures for NAO. Since the created postures com-
posing the gesture are dependent on the morphology, they are robot specific
and cannot be used for other robots with other configurations. Another com-
mon way to generate gestures is by mapping human motion capture data to
the robot. This technique was used to create regulators for Simon [41], and
emotional expressions for NAO in [52]. Another example are the motions gen-
erated for Repliee Q2 [70], for which a marker-based motion capture system
is used. In [71], both a marker-based (Vicon) as a markerless motion capture
system was used to reproduce human motion for the robot ARMAR-IIIb. An-
other possibility is to use the Kinect to perform skeleton tracking [72]. When
transferring motion capture data to the robot, the mapping of the captured
data is robot specific. Therefore, also these resulting gestures are dependent
on the morphology and not usable for other robots. This issue is known as the
correspondence problem [4][5]. When imitating, copying, mimicking or learn-
ing from an agent, a correspondence between the demonstrator and imitator
needs to be specified. This means that a correct mapping between the two
agents has to be identified. When the agents have similar bodies, the corre-
spondence is obvious, however, when using agents with significantly different
morphologies, this can become a difficult task. Therefore, in robotics, the cor-
respondence problem is often omitted by coding the gestures for one specific
robot configuration, as shown in the examples above. When working with a
new robot platform, new joint trajectories to reach the desired postures need
to be calculated and implemented. In this thesis, we aim to provide a solution
for the correspondence problem and minimizing the workload when generating
gestures for different robot platforms by providing a method that automatically
calculates mapped gestures for a specified robot morphology.

1.3.2.2 Coping with the correspondence problem

Different attempts are made to ease the animation of social robots. [73] sug-
gested to use the knowledge of animation artists to generate lifelike robotic
motions by providing a generic software, whereby different types and combina-
tions of gestures can be created by keyframing or by 3D character articulation.
However, since the generated motions are still dependent on the used joint
configuration, this does not address the correspondence problem.

A possible solution lies in the field of developmental robotics, by using neu-
ral networks to learn the correspondence between a posture and the robot’s
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joint angles [74]. A technique to teleoperate a humanoid robot without an
explicit kinematic modeling by using neural networks was proposed by San-
ton et al.[75]. Muhlig et al. [76] eased the correspondence problem between
a human tutor and robot in imitation learning by representing demonstrated
movement skills using a flexible task space representation. Another approach
of addressing the correspondence problem in imitation learning was suggested
by Azad et al. [77], by using a reference kinematic model, the Master Motor
Map, to convert motion capture data to an arbitrary robot morphology. This
is a similar strategy as we use to map target gestures from a database to a
robot configuration, which will be explained in chapter 3. In a later stage, the
Master Motor Map was extended with a dynamic model and improved to allow
for on-line reproduction of human motion to a humanoid robot [78]. In [79],
a semi-general approach for generating natural arm motions, specifically for
manipulation tasks is presented. Their inverse kinematics algorithm is based
on neurophysiological findings, and decouples the problem of calculating joint
angles for the arm from calculating those for the wrist. The sensorimotor trans-
formation model of [80] is used to determine the arm posture, while the wrist
angles are found by assuming a spherical wrist and using orientation inverse
kinematics.

To animate virtual and robotic characters, Ribeiro et al. [81] developed a
symbolic animation engine, called Nutty Tracks. The engine is based on com-
puter animation techniques (CGI) and provides a high flexibility regarding the
design, blending and modulation of animations. Animations are processed on
symbolic joints, which can be mapped to a single, or set of real robotic joints.
To control a specific robot with the engine, a corresponding output plugin
should be developed, containing the representation of the robot structure and
its joint specifications. To allow an arbitrary kinematic chain to orient its end-
point towards a target, while at the same time providing expressive control
over the posture of the overall chain, a new inverse kinematics algorithm called
ERIK, based on different techniques from CGI, was implemented.

In both [82] and [83], a gesture framework initially developed for virtual agents
is applied on a humanoid robot. In [82], speech-accompanying gestures are gen-
erated for ASIMO by using the speech and gesture production model initially
developed for the virtual agent MAX. For a specified gesture, the end effec-
tor positions and orientations are calculated by the MAX system and used
as input for ASIMO’s whole body motion controller [84]. Similarly, in [83],
speech-accompanying gestures are generated for NAO by using the GRETA
system. The gestures are described independently of the embodiment by speci-
fying features as the hand shape, wrist position and palm orientation. However,
to obtain the corresponding joint values, a predetermined table listing values
for the shoulder and elbow joints for all possible wrist positions is used. So
although the gestures are described independently of the robot configuration,
mapping these gestures to the robot requires hard coded joint information.
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1.4 Objectives

The main objective of this research is to investigate how gestures can be effi-
ciently generated for social robots with different morphologies. We are inter-
ested in arm gestures and upper-body postures generated by humans, and how
similar motions can be generated for different morphologies, using one single
generic method. The framework of the gesture method should be flexible, in
a way that different types of gestures can be calculated. As discussed above,
emotional expressions are crucial for creating socially accepted and fluent robot
interactions. Additionally, deictic gestures appeared to be the most used type
of illustrators, and have proven to be useful in human-robot interaction as well.
Therefore, these two types of gestures were chosen to be incorporated in the
research. Since in this work, the focus lies on the replicability of specific human
gestures, the target group for which the method should be usable are robots
that have features in the upper body that can be modelled as human-like ele-
ments, such as a head, arms, and/or an actuated torso. As mentioned above,
because social robots are designed to operate in our daily environment, using
human communication skills, many social robots are humanoid robots. For
other types of social robots, such as zoomorphic designs, the gesture software
should be usable to generate arm, body or head motions, on the condition that
the robot can be modelled as such.

Although speech and gesture are closely related to each other, the use of
speech is not incorporated in this research. In this thesis, we focus on how
the different postures composing a gesture can be achieved by different robots.
The autonomous generation of gestures in conjunction with a spoken utterance
falls out of the scope of this thesis. In addition, the incorporation of our system
into a global cognitive architecture, and therefore, the generation of gestures
as a result to external or internal stimuli, is not covered here. For this, we refer
to the the EU-project DREAM.

A second objective is to investigate the usability of the method in the design
process of social robots. Can the method be used to achieve insights in the
importance of specific design aspects? Can it help in making substantiated
trade-off’s in the design process of new robots?

The final objective of this research is to develop a new version of the robot
Probo, which should serve as an ultimate validation of both aspects of the
developed gesture method; namely its usefulness in generating gestures for a
random robot configuration, as well as its applicability in the design process of
a new social robot.
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1.5 Thesis outline

The work described in this dissertation is grouped into three major parts, ad-
dressing the three objectives discussed above. Part I comprises chapters 2 to
6 and discusses the development and validation of the different features of the
gesture method. As a global introduction to the developed software, chapter
2 discusses the usability and overall characteristics of the method. Since for
different types of gestures, different features are important, our method was
designed to work in two modes. The block mode, which is used to calculate
gestures whereby the overall arm placement is crucial, like emotional expres-
sions, will be handled in chapter 3. Chapter 4 discusses the features of the
end-effector mode, developed for calculating end-effector depending gestures,
like pointing gestures. An interesting aspect of the method is that, not only
different types of gestures can be calculated by providing two working modes,
in addition, these two modes can be used in combination to create blended ges-
tures. Chapter 5 covers how a mode mixer is used to generate these combined
gestures. In some situations, it is desirable to express an emotional condi-
tion through an ongoing functional behavior, such as a deictic gesture. How a
neutral behavior is modulated into an affective motion by using a set of char-
acteristic performance parameters, is covered in the second part of chapter 5.
Part II of this thesis, containing chapter 7, focusses on the use of the developed
gesture method as a tool in the design process. As an ultimate validation of
both aspects of the gesture method, Part III discusses the development of a
new social robot, Elvis, designed within the frame of the Probo-project. Chap-
ter 8 handles how three different joint configuration are chosen and how they
are designed and physically realized, while chapter 9 lists a number of gestures
generated by all three configurations.
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2 | Methodology

In robot animation, the correspondence problem is often omitted by coding
gestures for one specific robot configuration. Sharing gestures between robots
is not straightforward and therefore, when working with a new robot platform,
new joint trajectories to reach the desired postures need to be calculated and
implemented. In this thesis, we aim to provide a solution for the correspondence
problem and make the implementation of gestures more efficient by developing a
generic method to generate gestures for social robots. The innovative aspect of
this method is that it is constructed independently of any robot configuration,
instead, a human base model is used as a basis to construct the software’s
framework. At runtime, the configuration of the robot is used as input to
evaluate the method’s generic structure, and the joint angles needed to establish
a desired gesture are calculated. The framework is very flexible, allowing for
easy modifications and improvements of the method, while adding new gestures
to the database is also straightforward. In this chapter, the usability and global
characteristics of the method are discussed. The next chapters cover the specific
working principles and calculation aspects of different features of the developed
method. An outline to this is given in section 2.1. In section 2.2, we explain
how the generic aspect of the method is achieved by defining Body Action Units
and a human base model. Finally, when a user wants to generate gestures for
a certain robot, its configuration is specified to the method by a certain set of
parameters. An example of how this is done is given in section 2.3.
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2.1 Working modes of the gesture method

The aim of the developed method is to allow different types of gestures to be
calculated for various robot configurations. An overview of the classification
of gestures was given in section 1.2. Given their significance in creating mean-
ingful and natural human-robot interaction, emotional expressions and deictic
gestures were selected to be the two main gesture types of interest. Since for
those two types of gestures, different features are important, the developed
method will use different principles to generate them. For deictic gestures, es-
pecially the end-effector placement is crucial; the combination of the position
and orientation of the end-effector determines to which point in space is referred
to. In their work, Salem et al. [82] indeed decided to work with the end-effector
pose and calculated task-space trajectories using inverse kinematics to calcu-
lated speech-accompanied gestures, based on the findings of [85]. On the other
hand, for emotional expressions, the overall pose of the arms is very impor-
tant to convey the gesture. In [86], experiments showed that emotions can be
conveyed by body movements, even when the shape of the arm is minimised
by using point-light displays, which indeed implies that the relative placement
of the different bones or links, determining the overall shape of the arms, is
important to convey an emotional expression. To take those two aspects into
account, our method was designed to work in two modes: the block mode, de-
veloped to calculate gestures whereby the overall arm placement is crucial and
the end effector mode, developed for end-effector depending gestures.

The block mode of the method will be handled in chapter 3 while chapter
4 discusses the features of the end-effector mode. An interesting aspect of
the method is that, not only can different types of gestures be calculated by
providing two working modes, in addition, these two modes can be used in com-
bination to create blended gestures. For example, a person with an anxiety of,
let us say, spiders, can create an emotional expression of fear when encounter-
ing one by moving the upper body backwards and raising a hand in front of
the face, in combination with a pointing gestures towards the little creature
using the other hand. In our method, an emotional expression in the sense of
an explicit, full body action as calculated by our block mode, can take place
in combination with a deictic gesture as calculated by our end-effector mode,
by assigning each gesture to other body parts. Chapter 5 covers how these
blended gestures are generated. In some situations, it is desirable to express
an emotional condition in a different manner than by using explicit emotional
expression. In such cases it is possible to express an emotional state through
an ongoing functional behavior, such as a deictic gesture. How a neutral be-
havior is modulated into an affective motion by using a set of characteristic
performance parameters, is covered in the second part of chapter 5.
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(b)

(c)

(e)(f)

Generic 
method for gesture generation

Block mode

end-effector mode

(a)

Figure 2.1: This schema represents the methodology of the developed gesture
method, aiming to overcome the limitations of the current state of art where
gestures are implemented for a specific robot. The method uses a human base
model to store target gestures independently of any configuration in a database,
and to calculate a mapping at runtime, based on the robot configuration spec-
ified by the user. Two modes are used to allow for different types of gestures
to be calculated. The block mode is used to calculate gestures whereby the
overall arm placement is crucial, like for emotional expressions, while the end-
effector mode was developed for end-effector depending gestures, like deictic
gestures. The two modes can be combined to generate blended emotional and
deictic gestures. Furthermore, emotional states can be conveyed by modulat-
ing functional behaviors into affective motions. Robots: (a) WE-4RII ([61]).
(b) KOBIAN ([64]). (c) NAO ([87]). (d) ASIMO ([88]). (e) Myon ([89]). (f)
HRP-2 ([90]).
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2.2 Achieving the generic aspect of the method

To ensure a generic method usable for different kinds of robots, the framework
was developed without using any kind of robot morphology. Instead, a simpli-
fied model of the rotational possibilities of a human, the human base model,
is used as a reference to construct the method. To define this model, firstly, a
set of Body Action Units was developed. This approach is similar to the Facial
Action Coding System of Ekman and Friesen [91], which defines a number of
(Facial) Action Units to describe facial expressions. While the Facial AU’s are
defined as a muscle or a muscle group, our BAU’s are based on the anatomical
terms of motion.

2.2.1 Motion of the human body

The anatomical terms of motion describe the different motion possibilities in
the human body. Most of the motions in the body are osteokinematic motions;
angular movements of bones around a joint axis. Most motions have an op-
posite, and are therefore often treated in pairs. The following major motion
types can be distinguished [92][93][94]:

• Flexion and extension are motions that take place in a sagittal plane; a
plane dividing the body into a right and left part. Flexion is the bending
movement that, in general, moves the body part forward. Extension, on
the other hand, involves the straightening movements, usually directed
backwards, returning the body part into the neutral position after flexion.

• Lateral flexion or lateral bending is the term used to describe the
sideways movement of the trunk.

• Abduction is a movement away from the midline of the body in the
coronal plane; a vertical plane dividing the body into a ventral and dorsal
section. Adduction is the opposite motion that restores the body part
toward the midline.

• Medial rotation, or internal rotation, is the movement of a body part
around its longitudinal axis, whereby the anterior surface rolls inward
towards the midline. In contrast, for a lateral rotation, or external
rotation, the anterior surface rolls outward, away from the midline. In
specific, to refer to the rotation of the forearm, the terms supination
and pronotation is used.

By listing the possible motions of the most important joints of the body, an
overview of the range of human movement can be obtained. In this thesis, we
focus on upper-body motion. Table 2.1 lists the major upper-body movements,
together with an illustrative figure.
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Table 2.1: List of upper-body motions

Term of motion Illustration

Flexion/extension of
neck

Abduction/adduction
of neck

Rotation of neck

Flexion/extension of
spinal column

Lateral flexion of
spinal column

Transversal rotation of
spinal column

Abduction/adduction
of shoulder girdle

Elevation/depression
of shoulder girdle
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Flexion/extension of
shoulder

Abduction/adduction
of shoulder

Medial/lateral rota-
tion of shoulder

Flexion/extension of
elbow

Pronation/supination
of elbow

Flexion/extension of
wrist

Abduction/adduction
of wrist

22



CHAPTER 2. METHODOLOGY

2.2.2 Body Action Units and the human base model

Table 2.1 forms the basis in defining our human base model. The listed motions
were numbered, resulting into 15 Body Action Units. All upper-body move-
ments executed by humans can now be taxonomized into the activation of one
or more defined BAU’s. The defined BAU’s are listed in table 2.2. The units
are grouped into different blocks, corresponding to one human joint complex,
such as the shoulder or the wrist. The grouping is based on the body part
where the motion takes place and therefore straightforward, except for BAU
13. This Action Unit corresponds to the pronotation/supination of the elbow.
However, since in robots this motion is often implemented in the wrist zone,
it was grouped into the wrist block. The defined blocks can subsequently be
grouped into three body parts, namely the head, body and arm, which we refer
to as chains. Using this structure, the base human model was defined. The
model exists of four chains; the head, the body, the left arm and the right arm.
The head chain consists of one joint block made up of the three joints corre-
sponding to BAU 1 to 3. To get a reasonable model for the body, the body was
modelled as consisting of three joint complexes, replacing the 24 articulating
vertebrae of the spinal column. Therefore, the body chain consists of three
similar body blocks, all including three joints corresponding to BAU 4 to 6.
The base model of the arm consists of four blocks; the clavicle block, consisting
of two joints corresponding to BAU 7 and 8, the shoulder and wrist consisting
of three joints, corresponding respectively to BAU 9 to 11 and BAU 13 to 15,
and the elbow consisting of one joint corresponding to BAU 12 (see table 2.2).
The structure of the human base model corresponds to the ‘ultimate’ robot
configuration. Since it is an approximate model of the rotational possibilities
of a human, and most humanoid robots have a morphology that is less com-
plex, the human base model is a structure that comprises the configuration of
most existing humanoid robots. To describe postures in a quantitative way,
a standard reference frame was defined. The standard x-axis was chosen to
be in the walking direction, while the z-axis is the vertical pointing upwards.
Subsequently, a frame was assigned to each block. For the bottom body block
(called body 1), the reference frame is the standard reference frame. The body
2 and body 3 axes are respectively, the body 1 and body 2 embedded axes.
The head and clavicle’s reference axes are the body 3 embedded axes. For all
other blocks of the arm, the axes are the embedded axes of the previous block
when the model is placed in T-pose (Figure 2.2).

2.3 Specifying the robot’s configuration

When a user desires to generate gestures for a certain robot or model, its mor-
phological information is specified by inputting a limited amount of rotational
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Table 2.2: The Body Action Coding System

Chain Block BAU Description

Head Head
1 Flexion/extension of neck
2 Abduction/adduction of neck
3 Rotation of neck

Body Body
4 Flexion/extension of spinal column
5 Lateral flexion of spinal column
6 Transversal rotation of spinal column

Arm

Clavicle
7 Abduction/adduction of shoulder girdle
8 Elevation/depression of shoulder girdle

Shoulder
9 Flexion/extension of shoulder

10 Abduction/adduction of shoulder
11 Medial/lateral rotation of shoulder

Elbow 12 Flexion/extension of elbow

Wrist
13 Pronation/supination of elbow
14 Flexion/extension of wrist
15 Abduction/adduction of wrist

information and the configuration’s Denavit-Hartenberg (DH) parameters into
the program. A small introduction on the DH-convention is available in ap-
pendix B. To specify the configuration, the different joints of the robot are
grouped into the chains and blocks of the human base model. The human base
model’s main purpose it thus to provide a structure to code the framework of
the method. When the program is launched for a desired configuration, the
variables corresponding to the structure of the human base model, such as the
amount of chains, amount of blocks and joints per block, are evaluated corre-
sponding to the current joint configuration. As such, the method can be used
for any robot that consists at least of one arm, a body, or a head.

Table 2.3 illustrates how a configuration is specified to the method by consid-
ering the case of the robot NAO [3]. For this process, the robot is placed in
T-pose; a pose whereby the agent is standing straight, the head facing forward
and the arms lifted in an angle of 90◦with the body. The elbow’s joint axis
is oriented vertically, and the hand palms are faced forward. The top row of
table 2.3 shows the actuated joints in the upper-torso of NAO, superposed on
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Figure 2.2: A reference frame was assigned to each block. For the body 1
block, the reference frame is the standard reference frame. The body 2 and
body 3 axes are respectively, the body 1 and body 2 embedded axes. The head
and clavicle’s reference axes are the body 3 embedded axes. For all other blocks
of the arm, the axes are the embedded axes of the previous block.

the virtual model of the robot placed in T-pose. In a first step, the available
joints are grouped into the corresponding blocks and chains. The robot has
five joints in the arm, whereof three are responsible for the shoulder motion.
The first three arm joints are therefore grouped into the shoulder block. The
next joint in the arm chain is responsible for the flexion/extension of the elbow
and therefore makes up the elbow block. The last arm joint corresponds to the
pronation/supination of the lower arm and is the only joint that is to be placed
in the wrist block. Only one of the three possible wrist joints is available; we
call this an incomplete block. NAO does not features any joint that can be
modelled into the clavicle block. Therefore, this block is not available for this
configuration, which results in a left and right arm chain consisting of only
three blocks; the shoulder, elbow and wrist. The head contains only two of the
three possible head joints; the joint corresponding to the abduction and ad-
duction is missing. So as for the wirst block, also the head block is incomplete.
Furthermore, the torso does not feature actuated joints and therefore, the com-
plete body chain is missing. In a next step, suitable Denavit-Hartenberg (DH)
frames are assigned to each joint. Since no body chain is available here, every
chain is treated separately. The end-effector of the arm chain is placed in the
hand palm, while that of the head chain is situated at the level of the eyes.
The corresponding DH-parameters can then be listed for every available block
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Table 2.3: To specify a robot configuration to the method, the model is placed
in T-pose. The available joints are grouped into the different blocks and chains
of the human base model. DH-frames are assigned to each joint, and the
corresponding DH-parameters are listed and used as input for the method.
Furthermore, the relative orientation of the base frame of every available chain
with respect to the standard reference frame needs to be specified.

Joint configuration

Chain Joint DH-parameters baseRstand
α a d θ

(rad) (cm) (cm) (rad)

Head









1 0 0 0
0 1 0 0
0 0 1 −21.5
0 0 0 1









Head 1 π/2 0 0 0
Head 2 0 5 0 −π/2

Right

Shoulder 1 −π/2 0 0 0 







1 0 0 0
0 0 1 −20
0 −1 0 −9.8
0 0 0 1









Shoulder 2 π/2 0 0 0
Shoulder 3 −π/2 0 10 0
Elbow π/2 0 0 0
Wrist 0 0 17 0

Left

Shoulder 1 −π/2 0 0 0 







−1 0 0 0
0 0 1 −20
0 1 0 −9.8
0 0 0 1









Shoulder 2 π/2 0 0 0
Shoulder 3 −π/2 0 10 0
Elbow π/2 0 0 0
Wrist 0 0 17 0

26



CHAPTER 2. METHODOLOGY

in the present chains. This information is listed in the center columns in the
bottom part of table 2.3. Next to the DH-parameters, also the orientation of
the base frame of every available chain needs to be indicated. The orientations
are specified with respect to the standard reference frame, placed in the pelvis
of the robot. The relative orientation of the chain base frame and the standard
reference frame, baseRstand, for the three available chains is listed in the most
right column of table 2.3.

2.4 Conclusions

This aim of this thesis is to investigate how gestures can be flexibly gener-
ated for different robot morphologies and to develop such a generic method.
The developed method provides a framework to overcome the correspondence
problem by describing target gestures independently of a configuration, and
calculating a mapping based on a random configuration chosen by the user.
In this chapter, the global characteristics of the method were discussed. Since
for different types of gestures different features are important, the method was
designed to work in two modes. The block mode is used to calculate gestures
whereby the overall arm placement is crucial, like for emotional expressions,
while the end-effector mode is developed for end-effector depending gestures,
like deictic gestures. To achieve the generic aspect of the method, a human
base model was defined to serve as a reference to construct the method. This
human base model, consisting of several chains and blocks, is an approximation
of the rotational possibilities of a human and therefore comprises most of the
available humanoid robot configurations. To generate gestures for a certain
robot, the different robot joints need to be grouped into the blocks of the hu-
man base model. As such, the method can be used for any robot consisting of
a head, body and/or arm. The exact morphology is specified to the program
by inputting the Denavit-Hartenberg parameters of the configuration and a
maximum of four rotation matrices. The next chapters cover how the neces-
sary joint angles to establish a desired gesture are calculated for a specified
configuration.
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3 | Generating emotional

expressions using the

block mode

To investigate the effect of gestures in human-robot interaction, a number of
social robots capable of gesturing have been designed. Gestures are often pre-
programmed off-line or generated by mapping motion capture data to the robot.
Since these gestures are dependent on the robot’s joint configuration, they can-
not be used for other robots. Therefore, when using a new robot platform with
a different morphology, new joint trajectories to reach the desired postures
need to be implemented. The developed method discussed in this dissertation
aims to minimize the workload when implementing gestures on a new robot
platform and facilitate the sharing of gestures between different robots. This
chapter discusses the block mode of the method, which is used to calculated
gestures whereof the overall arm placement is crucial, such as emotional expres-
sions. To calculate a gesture for a certain configuration, the block mode uses a
set of target gestures listed in a database and maps them to that specific config-
uration. The method was validated on the virtual model of different robots and
an online survey was performed to evaluate the user’s perception of the output
of the method. The results of this survey showed that the calculated gestures
for a certain robot configuration well resemble the target gestures, and thus
that our methodology to map gestures to different robot morphologies gives
good results.

This chapter is based on the following publication:

Greet Van de Perre, Michael Van Damme, Dirk Lefeber and Bram Vander-
borght. Development of a generic method to generate upper-body emotional
expressions for different social robots. Advanced Robotics, 29(9):597–609, 2015.
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Table 3.1: Examples of emotional expressions for anger, happiness and sadness.
Originating from the UCLIC Affective Body Posture and Motion Database [95]

Anger Happiness Sadness

3.1 Methodology

The block mode is designed to generate gestures whereby the overall posture is
important, such as emotional expressions. As clarified in section 1.2.3, we use
this term to indicate a gesture whereby a full body posture is used to convey
an emotional state. Some examples of emotional expressions are given in table
3.1. These postures origin from the UCLIC Affective Body Posture and Motion
Database [95] and are recorded using human motion capture.

To calculate emotional expressions, the block mode uses a set of target ges-
tures listed in a database and maps them to a desired configuration. To gener-
ate this kind of gestures by one generic method for robots with different joint
configurations and link lengths, it is not sufficient to only impose the pose of
the end-effector. Inverse kinematics for robots with a different configuration
and different relative arm lengths could result in unrecognisable global pos-
tures when only using the end-effector pose. A good scaling, depending on the
robot configuration, is crucial to guarantee a natural and human-like overall
calculated posture. Therefore, to ensure a good overall posture, the orienta-
tion of every joint complex the robot has in common with a human needs to
be imposed.

3.2 Target gestures

The database lists a number of target gestures that are used as a reference to
calculate gestures for a specific configuration. Since the speed of the movements
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contributes to the recognizability of gestures [61, 96], the database does not only
specifies static postures but offers the possibility of using motion sequences.
The target gestures in the database therefore consist of one or more important
postures, accompanied by a timing specification. The approach of starting from
expressive key poses to create convincing and believable displays is a common
animation technique [97][98].

Most of the target gestures were chosen by using the UCLIC Affective Body
Posture and Motion Database [95]. This database consists of a number of mo-
tion capture data sets for several emotional expressions. For every data set, an
expressive avatar was generated by selecting the static posture from the mo-
tion sequence, that the actor himself evaluated as the most expressive instant.
These static postures were subsequently labelled and rated by a number of ob-
servers from three different cultures. For every emotion, the motion sequence
corresponding to one of the best-scoring postures was chosen for our database.
Because of the easily-extendable library and the flexible framework, also other
gestures corresponding to the emotions can be incorporated if desired, to allow
for some variance of the gestures during human-robot interaction.

The target postures are quantitatively described by specifying the orthopaedic
angles of every block of the human base model. Orthopaedic angles are similar
to Euler angles, but are defined according to clinical terms such as flexion and
abduction [99]. Using the reference frames assigned to each block in section
2.2.2, the orientation of block i is determined by the zyx-Eulerangles of frame
i+ 1 (the base frame of block i+ 1) with respect to frame i (the base frame of
block i) (see figure 2.2). The data is stored in the program as rotation matrices.

3.3 Mapping the gestures to a configuration

To make a model or robot perform a desired gesture, the target posture se-
quences described in section 3.2 are mapped to the joint configuration. The
method can be used for any robot or model whereof its configuration consists
of one or more parts of the human base model, namely a head, a body, a left
and/or right arm. The joints of each chain must be grouped into the different
blocks composing that chain, whereby the number of driven joints placed in
a block cannot exceed the number of joints in the corresponding block in the
human base model.

To specify the robot’s joint configuration in the program, the Denavit-Hartenberg
(DH) parameters of every present block need to be specified. A target posture
is mapped to the configuration by imposing the orientation of the end-effector
of the different blocks and calculating the corresponding joint angles. Miss-
ing chains or blocks are ignored. The robot Keepon [100] for example, is a
snowman-like robot without arms. Therefore, the mapping of a posture will be
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Table 3.2: This example illustrates the mapping of gestures. Since different robot configurations lead to different
Denavit-Hartenberg matrices, the mapped rotation matrices will differ as well.
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restricted to the body and head. Since the target postures are stored in the
program under the form of Euler angles with respect to the standard reference
frame, they need to be transformed to the current Denavit-Hartenberg frames
to be able to calculate the correct joint angles. Therefore, besides the Denavit-
Hartenberg parameters, the rotation matrix between the standard and the DH-
base frame of every present chain needs to be specified as well (maximum four
matrices) as input for the method. A simple example illustrating the mapping
is shown in table 3.2. The first row displays the base model while two different
arm configurations, both consisting of 9 degrees of freedom, are shown in the
second and third row. In the first column, all the configurations are in T-pose
and the relative orientation of all blocks with respect to their predecessor is
displayed. For the base model these are the assigned frames as discussed in
section 2.2.2, while for the two configurations these are the Denavit-Hartenberg
base frames of every block. The second column displays the targeted posture;
a stretched arm arm with the hand palm facing up. In order to reach this
posture, an outward medial rotation of the shoulder (BAU 11) around 90° is
necessary. For the base model, this means a rotation of -90° around the y-
axis of the shoulder block reference frame. All the lower lying blocks of the
arm (elbow and wrist) are included in this movement, and therefore only the
relative rotation of the elbow with respect to the shoulder will change. This
new rotation matrix, depicted in red in the Base model row of table 3.2, serves
as the target rotation matrix and will be mapped to the configurations to
calculate the desired posture. In order to correctly map the desired orientation
to the current configuration, the orientation of the Denavit-Hartenberg frames
with respect to the standard frame of the base model needs to be considered.
The correct mapped matrix can be calculated as follows:

Ri =b,i Rst · Ri,des · stRe,i (3.1)

Here, Ri is the mapped rotation matrix for block i, b,iRst the rotation matrix
between the base frame of block i and the standard reference frame, Ri,des the
target rotation matrix in standard axes for block i, loaded from the database
and stRe,i the rotation matrix between the standard reference frame and the
end frame of block i, i.e. the base frame of block i+1.

The mapped rotation matrices for the shoulder can then be calculated by
substituting the correct rotation matrices in Eq. B.1. Since the Denavit-
Hartenberg frames are different for the two configurations, the rotation ma-
trices between these frames and the standard frame will differ, resulting in a
different mapped rotation matrix for the shoulder block. The difference in ma-
trices is the reason why in the state of the art, gestures are always implemented
for one specific robot platform; only the mapped matrices for that robot are
specified. By using matrices defined in a standard reference frame and scaling
them by using the Denavit-Hartenberg matrices corresponding to the robot’s
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joint configuration, our method makes it possible to map gestures to different
robots. As described in section 3.2, the gestures listed in the database consist
of a set of postures specified in time. For every posture, the mapped rota-
tion matrices are calculated as explained above. Depending on the specified
time constraints, a set of intermediate postures is calculated by interpolating
between the current posture of the robot and the desired one, i.e. the next pos-
ture specified in the gesture database. In that way, a fluent motion with the
desired speed characteristics can be obtained. For every block, the necessary
joint angles to establish a desired posture can be calculated from the mapped
rotation matrix by using inverse kinematics.

3.3.1 Complete configuration

A full configuration is a configuration similar to the base model; consisting
of four chains, each containing a specific number of blocks, which are in turn
made up of a specified number of joints as listed in table 2.2. For each block, a
mapped rotation matrix is calculated as described in section 3.2. This matrix
is the necessary orientation the end-effector of the block needs to adopt in
order to reach the desired overall posture. To calculate the corresponding
joint angles numerically, an inverse kinematics algorithm is necessary. For each
block, the joint angles are calculated by the closed-loop inverse kinematics
algorithm shown in figure 3.1 [101]. In a first step, the time derivate of the
joint angles q̇ is calculated:

q̇ = J†
A(q)(ẋd +K(xd − xe)) (3.2)

Here, xd is the desired end-effector pose. Since the maximum number of joints
in one block is three, it is not necessary to use all six parameters of the pose;
the consideration of the orientation of the end-effector is sufficient. Therefore,
xd is reduced to the zyx-Euler angles corresponding to the mapped rotation
matrix. J†

A(q) is the Moore-Penrose pseudo inverse of the analytical Jacobian
JA(q), xe the current end-effector pose; i.e. the current zyx-Eulerangles, and
K a positive definite gain matrix. The analytical Jacobian and the current
end-effector pose are calculated as a function of the current joint angles.

The desired joint angles q are then calculated by integrating q̇ with the Runge-
Kutta algorithm [102]. More information on how the inverse kinematics algo-
rithm is implemented in the gesture software and how the different terms can
be determined is available in appendix B.

Since the complete configuration has the same rotational possibilities as the
human base model, it will always be possible to calculate a correct set of joint
angles to generate the desired posture. The calculated angles are then sent to
a virtual model to visualize the posture. The loop of the algorithm is closed
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Figure 3.1: Schematic representation of the closed loop inverse kinematic algo-
rithm used to calculate the joint angles for the desired body posture [101].

by calculating the new actual end-effector orientation by direct kinematics (de-
picted by k(·) in figure 3.1) and using it as input to determine the current
error.

3.3.2 Configuration with a reduced number of DOF

In most cases, the robot will have a simplified configuration, and will therefore
not have the same amount of degrees of freedom as the human base model. The
robot WE-4RII [61] is one of the few robots having a complete 9 DOF arm with
an actuated clavicle. Most other robots will miss the BAU’s corresponding to
the clavicle. This is for example the case for iCub [103] and ASIMO [104].
Joints in the wrist are also often omitted. NAO [105] and QRIO [106] for
example, have no possible wrist movements except for the pronation/supination
corresponding to BAU 13. Working with incomplete configurations implies
that some desired orientations will not be reachable for certain blocks, and
therefore the exact desired posture cannot be established. In that case, a
good approximated posture needs to be calculated. Mapping the Facial Action
Coding System onto an incomplete robot face, is relatively easy. The Facial
Action Units correspond to ‘stand alone’ joints and hence, missing Action Units
can be ignored without disturbing the placement of the other Units. In our
Body Action Coding System, the Body Action Units are grouped in blocks
whereof the end-effector’s orientation is specified. When a complete block is
missing, this problem becomes similar to that for a missing Facial Action Unit
and the entire block can be ignored. However, in the case of incomplete blocks
(i.e. blocks with one or two missing joints), the mapping becomes complicated
since a missing joint in a block will have an influence on the values of the
other joints and can therefore not be simply ignored. Consider, for example,
a configuration whereof the joint responsible for the elevation and depression
of the shoulder girdle (BAU 8) is missing. If a targeted gesture includes both
the adduction/abduction and elevation/depression of the shoulder girdle, the
desired orientation matrix for the clavicle can never be obtained from only
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the one joint in the configuration. In that case, the method will calculate the
necessary joint angles in order to perform an overall posture as close as possible
to the target posture. In order to do so, virtual joints are added to the blocks
when necessary. The virtual joints are chosen so that they complete the current
block, making the rotational possibilities equal to those of the corresponding
block of the human base model. Then, as for the complete configuration, the
correct joint angles needed to establish the desired posture can be calculated by
the inverse kinematics algorithm depicted in figure 3.1. After the calculation,
the angles corresponding to the real and virtual joints are separated; only the
real joint angles are sent to the virtual model to visualize the posture. Figure
3.2 summarises the program’s work flow to calculate the correct joint angles
for a desired posture.

Figure 3.2: Schematic representation of the program flow. For every block
present in the configuration, a mapped rotation matrix is calculated. The
corresponding joint angles are calculated by inverse kinematics and sent to the
virtual model or robot.
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3.4 Results

3.4.1 Emotional expression of happiness for different con-

figurations

The method was validated on several configurations. Table 3.3 shows a calcu-
lated posture for different arm configurations. To generate the renderings, the
joint trajectories calculated by the method were loaded to the corresponding
virtual model in Autodesk 3DS MAX. The top row shows the targeted posture,
in this case the end posture for the emotional expression for happiness. The
posture is visualised using a human virtual model, purchased from the Rock-
etBox Libraries [107]. In the second row, a complete configuration is shown,
with a 9 DOF arm, 3 DOF head and 9 DOF body. In this configuration, all
the blocks are complete and therefore, a set of joint angles can be calculated
for every block wherefore the corresponding overall posture equals the target
posture. The same human model was used to visualize the posture calculated
for this complete configuration. Configuration 2 shows the ASIMO robot [1].
This virtual model was downloaded from the tf3dm-website [108] and adapted
to our specific needs. The robot ASIMO has a 7 DOF arm, with a complete
3 DOF shoulder, 1 DOF elbow and 3 DOF wrist, only the clavicle block is
missing. The head chain is complete, since it constains all three joints that
make up the head block. ASIMO’s body contains only one joint corresponding
to BAU 6, so the body chain is modelled as consisting of one single body block,
body 1, containing one joint. For the head, shoulder, elbow and wrist blocks,
a set of joint angels can be calculated to reach the desired orientation of the
blocks. But since the body 1 block is incomplete, virtual joints needs to be
added to calculate an approximate solution. When observing the calculated
posture, one can see that, although this is not a complete configuration, the
obtained posture is very recognizable. Notable is the lower placed left arm,
because of the lacking of a clavicle block and the possibility of lateral flexion of
the body. Configuration 3 shows the Justin robot [2]. The virtual model is an
original file from the designers at DLR Robotics and Mechatronics Center. The
robot’s body contains three joints and can be modelled as consisting of three
incomplete body blocks, each containing only one joint corresponding to BAU
4; flexion and extension of the spinal colunm. Also the head block is incom-
plete. It consists of two joints, corresponding to BAU 1 and 3, while the joint
corresponding to the abduction and adduction is missing. Justin has a 7 DOF
arm, with a complete 3 DOF shoulder, 1 DOF elbow and 3 DOF wrist, similar
to ASIMO’s arm configuation. The same remarks for the calculated posture as
for ASIMO can be made. In addition, the exact orientation of the head differs
from that of the target posture, because of the missing joint responsible for the
abduction and adduction of the head. The last configuration is that of NAO
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[3]. The virtual model was shared online by Aldebaran. NAO’s head has a

similar configuration as that of Justin. However, no joint is located in the body
and therefore, the complete body chain is missing. NAO’s arm consists of 5
joints; composing a complete shoulder and elbow. The wrist only consists of one
joint, therefore, to calculate an approximate solution, two virtual joint needs
to be added to complete the wrist block. In the resulting posture, especially
the absence of a joint responsible for flexion and extension of the wrist has an
influence on the resulting wrist placement.

The calculated joint trajectories for the left arm chain for the four configu-
rations listed in table 3.3 when going from the T-pose to the end posture for
the expression for happiness are plotted in figure 3.3. For the human config-
uration, a trajectory is calculated for each joint. But since missing blocks are
ignored by the method, no trajectories are calculated for the clavicle block for
the three robot configurations. Because the joint configuration of the shoulder
is different in the four examples (for Justin and ASIMO, the first shoulder joint
is placed at a different angle), four different trajectories are calculated to reach
the same end orientation of the end-effector of the shoulder block. Since the
elbow block is the same for the four configurations, the same joint trajectory
is obtained for all four models. However, the trajectory for the human con-
figuration is biased from the others because of a difference in DH-parameters.
Concerning the wrist block, the calculated trajectories for ASIMO and Justin
are the same, since they have a similar joint configuration. As NAO’s wrist only
contains one single joint, two virtual joints are added to the block to calculate
an approximate solution. The trajectories of the virtual joints are depicted by
dotted lines.

3.4.2 Survey

To validate the output of the method, an online survey was performed. The
trajectories for the gestures corresponding to the six basic emotions were cal-
culated for three robots, namely ASIMO, Justin and NAO. A separate movie
for every robot performing each gesture and six additional movies showing a
human virtual model performing the target gestures were made. These movies
and the link to the online survey can be found on the Probo-website1. The
end postures of the gestures can be found in table 3.4. The survey’s objective
was to investigate the quality of the mapped gestures, so to check whether the
calculated gestures for different configurations can be correctly matched to the
initial target gestures. Therefore, in the first part of the survey, the six target
gestures, labelled with the emotion they convey, were shown. In the next part
of the survey, the videos showing the different gestures by the three robots were
shown in a randomized order. After watching every video, the participant was

1http://probo.vub.ac.be/GestureMethod/BlockMode.htm
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Table 3.3: Results of the method for different arm configurations. The first col-
umn shows the joint configuration, while the second column shows the mapped
end posture for the expression of happiness for that configuration.

Configuration Calculated posture
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asked to match the shown gesture with one of the target gestures by means of
a multiple choice form (figure 3.4). This methodology is similar as the strategy
used to evaluate the expressive behavior of Kismet, where subjects were asked
to perform a comparison task between the robot’s expressive faces and a series
of line drawings of human expressions [109].

73 participants with origins from six different countries and ages varying from
18 to 82 years old filled out the survey. The recognition rates, expressed in
percentage, are listed in table 3.5. The overall rates for the correct linking of
the gestures are relatively high, whereof we can conclude that the calculated
gestures in general well resemble the target gestures from the database and
therefore, that our methodology to map gestures to different robot configura-
tions gives good results. Especially the gesture for sadness gave good results:
a recognition rate of 99 percent for Justin and NAO, and even of 100 percent
for ASIMO was obtained. This can be attributed to the fact that the sad-
ness gesture is a very distinctive one. Also the gestures for disgust, fear and
happiness have high recognition rates for all three configurations. Striking is
the low recognition rate for the mapped gesture corresponding to surprise for
ASIMO; only 55 percent of the participants correctly linked this gesture to the
corresponding target gesture, 31 percentage linked it to the target gesture for
disgust. The mapped gesture for surprise significantly differs from the target
gesture for disgust. Therefore, we assume that the cause for this low recogni-
tion rate lies in the choice of the target gesture. Probably, not all our subjects
recognized this gesture as an expression for surprise and let the recognition of
the mapped gesture as a certain emotion prevail over the linkage of it with one
of the target gestures.

3.5 Conclusions

In this chapter, the block mode of our developed gesture method was described.
This mode is used to calculate gestures whereby the overall pose is important.
To generate gestures for a desired configuration, a set of target gestures, stored
in a database is mapped to the configuration. The target gestures are described
by the orthopaedic angles of every block of the human base model that was de-
fined in the previous chapter. Based on this information and the specifications
of the chosen robot configuration, a mapped rotation matrix is calculated for
every block. The inverse kinematics problem for every available block is solved
by imposing the mapped rotation matrix as end-effector constraint. The block
mode was validated on different configurations, including those of the robots
ASIMO, Justin and NAO, with arm configurations ranging from 9 DOF to
only 5 DOF. The results are visualized by sending the calculated joint trajec-
tories to a virtual model. To evaluate the user’s perception of the output of
the method, an online survey was performed. The aim of the survey was to
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Figure 3.3: This figure shows the calculated joint trajectories for the left arm
chain for the four configurations listed in table 3.3 when going from the T-pose
to the end posture for the expression for happiness. As missing blocks are
ignored by the method, no trajectories are calculated for the clavicle block for
the three robot configurations. As NAO’s wrist only contains one single joint,
two virtual joints are added to the block to calculate an approximate solution.
The trajectories of the virtual joints are depicted by a dotted line.
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Table 3.4: End posture of the gestures used in the survey. The first column
shows the end posture of the target gestures for expressing the six basic emo-
tions, while columns 2, 3 and 4 respectively show the calculated end posture
for the robots ASIMO, Justin and NAO.
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Figure 3.4: The answer form used in the survey. The participant is asked to
link a shown robot gesture with one of the target gestures previously shown
in the survey. The end posture of every gesture is depicted together with its
label.

Table 3.5: Results of the survey with 73 participants. The correct recogni-
tion rates of the mapped gestures for the six basic emotions are expressed in
percentage match.

ASIMO Justin NAO

Anger 76 76 82
Disgust 87 86 87
Fear 90 94 94
Happiness 86 99 88
Sadness 100 99 99
Surprise 55 81 87
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check whether the calculated gestures are recognizable from the initial target
gestures. Therefore, subjects were asked to link a series of calculated gestures
with the set of target gestures by means of a multiple choice form. The results
of this survey showed that the mapped gestures resemble the target gestures
well, and thus that the block mode successfully generates gestures for different
robot morphologies.
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4 | Calculating reaching and

pointing gestures using

the end-effector mode

Since the implementation of gestures for a certain robot generally involves the
use of specific information about its morphology, these gestures are not eas-
ily transferable to other robots. To cope with this problem, we proposed a
generic method to generate gestures, constructed independently of any con-
figuration and therefore usable for different robots. This chapter focuses on
the end-effector mode of the method, which is used for gestures whereby the
placement of the end-effector is crucial. In some situations, for example when
reaching for an object, the exact position of the end-effector is important and
specified by the user. This situation is called the place-at condition. On the
other hand, when pointing towards an object, several end-effector poses are
possible to achieve a pointing gesture to the specified target. In the pointing
condition, an optimal solution is selected from the collection of postures ful-
filling the pointing constraint. When working with end-effector positions, an
important feature to consider is the workspace of the robot. When a desired
position is specified by the user, the method verifies if this point is in reach
of the robot, by using an approximation of the robot’s workspace. If the de-
sired position is in range of the robot, a suitable trajectory towards this point
is calculated. The end-effector mode was validated on several configurations,
including those of the robots ASIMO, NAO and Justin.

This chapter is based on the following publication:

Greet Van de Perre, Albert De Beir, Hoang-Long Cao, Pablo Gómez Esteban,
Dirk Lefeber, and Bram Vanderborght. Reaching and pointing gestures calcu-
lated by a generic gesture system for social robots. Robotics and Autonomous
Systems, 83:32–43, 2016.
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4.1 Place-at condition

4.1.1 Calculating a posture for a specified end-effector

position

In the place-at condition, the user imposes the desired end-effector position for
the left and/or right arm. The end-effector is in this case located in the middle
of the hand palm. A set of joint angles corresponding to the positional con-
straint can be calculated by solving the well-known inverse kinematics problem.
The interesting feature of our method is that the framework is constructed very
generally and independent of any configuration. Mapping information is only
calculated during runtime by using the DH-parameters and a set of rotation
matrices specified by the user. The desired end-effector position is specified
by defining its Cartesian coordinates in the standard reference frame. The
corresponding position in the arm base frame - depending on the configura-
tion, this is most probably the clavicle or shoulder base frame (see figure 2.2)
- can be calculated by taking into account the current orientation of the body
chain. This position xd can then be used as input for the same closed-loop
inverse kinematics algorithm as used in the block mode to calculate a set of
joint angles. Firstly, the derivative q̇ of the joint angles is calculated [101]:

q̇ = J†
A(q) (ẋd +K (xd − xe)) +

(

I − J†
A(q)JA(q)

)

q̇0 (4.1)

Here, J†
A(q) is the Moore-Penrose pseudo inverse of the analytical Jacobian

JA(q). Since in this mode, we only impose the positional coordinates in xd,
JA(q) is reduced to its translational part only. xe is the current end-effector
position, and K a positive definite gain matrix. In the highly probable case of
an arm chain consisting of more than three degrees of freedom, the functional
redundancy is used to guide the configuration into a natural posture. In that
case; the term (I − J†

A(q)JA(q)) will differ from zero, activating the influence
of q̇0 on the calculated joint speeds. q̇0 introduces the cost function w(q) (see
section 4.1.2):

q̇0 = k0

(

∂w(q)

∂q

)T

(4.2)

with k0 a positive weight factor. The desired joint angles q are calculated by
integrating q̇ with the Runge-Kutta algorithm [102]. More information on how
the inverse kinematics algorithm is implemented in the gesture software and
how the different terms can be determined is available in appendix B.
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4.1.2 Natural postures

In case of redundancy, the cost function w(q) will push the configuration into
a natural, human-like posture. The optimization of arm motions using cost
functions is widely studied and different types of functions were proposed in
the literature. Possible optimization criteria are minimal work [110], jerk [111],
angular dispacement (MAD) [112] or torque [113][114][110]. Another possibility
is to use the joint range availability (JRA) criterion [115]. Here, the algorithm
will try to find an optimal humanlike posture by keeping the joints close to
their central position, away from their limits [116]:

JRA =
n

∑

i=1

w0,i
(qi − qci)

2

(qmax,i − qmin,i)
2 (4.3)

where qi is the current value of joint i and qci its center value. qmax,i en qmin,i
are the maximum and minimum joint limits, and w0,i a weight factor for joint
i.

Cruse et al. [117] intensively studied the control of arm movements in the
horizontal plane. He observed that the strategies used by human subjects
to control the shoulder, elbow and wrist could be simulated by assigning a
cost function to each joint and selecting the arm configuration corresponding
to the minimized sum of the costs. The cost functions appeared to consist
of two parabolic branches that could have different slopes. The minimum of
the cost function for respectively the horizontal flexion of the shoulder, elbow
flexion and flexion of the wrist were 0◦, 80◦and 10◦, which are referred to as
minimum posture angles. In our method, we simplified the joint cost functions
to parabolic functions, which basically comes down to using the JRA criterion
with minimum posture angles instead of center values:

w =

n
∑

i=1

w0,i
(qi − qmi)

2

(qmax,i − qmin,i)
2 (4.4)

The minimum posture angles qmi used in our method are listed in table 4.1.

4.2 Range of the robot

4.2.1 Approximation of the workspace

Before calculating a possible trajectory to the specified end-effector position,
the possibility of reaching this position by the current configuration needs to
be checked. To decide whether a certain position is reachable, the method uses
an approximate calculation of the workspace. The workspace is modelled as

49



PART I. DEVELOPMENT OF A GENERIC GESTURE METHOD FOR SOCIAL ROBOTS

Table 4.1: Minimum posture (MP) values for the joint cost functions. The
angles are defined in the reference frames connected to the human base model
(see figure 2.2) and relative to the standard T-pose.

Block BAU Description MP angle (◦)

Clavicle
7 Abduction/adduction of shoulder girdle 0
8 Elevation/depression of shoulder girdle 0

Shoulder
9 Horizontal flexion/extension of shoulder 0
10 Abduction/adduction of shoulder 70
11 Inward/outward medial rotation 0

Elbow 12 Flexion/extension of elbow 80

Wrist
13 Pronation/supination of elbow 0
14 Flexion/extension of wrist 0
15 Abduction/adduction of wrist 0

a part of a hollow sphere whereof the origin coincides with the origin of the
shoulder block base frame. The approximate workspace can then be described
by using a maximum and minimum value for the three spherical coordinates
specifying the sphere part. Figure 4.1 shows an example of a possible workspace
of a right arm. All reachable points in the workspace are located between a
minimum radius rmin and a maximum radius rmax. The polar angle θ and
azimuthal angle φ are specified in a reference frame parallel to the standard
reference frame, placed in the origin of the shoulder block. As for the radius,
a maximum and minimum value is specified.

The six parameters specifying the workspace are calculated at the launch of
the program. rmax corresponds to the maximum distance of the chain’s end-
effector with respect to the shoulder base frame (see figure 4.2). With other
words, it is the length of the chain when placed in the T-pose minus the length
of the clavicle links. Since the use of joints corresponding to the clavicle block
is rare in today’s robotics and in any case, the range of the corresponding
joint angles is limited, resulting in a negligible contribution to the workspace
compared to that of the shoulder block, the clavicle block is ignored in this
calculation for simplicity reasons. A similar strategy is used for calculating
the inner radius of the sphere; rmin is the minimal distance of the end-effector
with respect to the shoulder base frame. This distance can be determined by
selecting the angle for the elbow joint that results in a maximum flexion, next
to the T-pose angles for the other joints, and calculating the distance between
the shoulder base and hand end-effector (figure 4.3). To specify the minimum
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Figure 4.1: Example of an approximated workspace.

Figure 4.2: Determination of the maximum radius rmax: the maximum reach-
able distance of the end-effector, measured from the shoulder base frame origin.

Figure 4.3: Determination of the minimum radius rmin: the elbow joint is
placed in maximum flexion while the other joint angles correspond to the T-
pose angles. The distance between the shoulder base frame and end-effector
corresponds to rmin.
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Figure 4.4: Calculation of the minimum and maximum value for θ; the arm is
placed in respectively, maximum abduction and maximum adduction and the
angle formed by the end-effector is calculated.

and maximum polar angle θ, we respectively look at the effect of the maximum
abduction and adduction of the shoulder joint on the position of the end-effector
of the arm (figure 4.4). In a similar way, the minimum and maximum values
for the azimuthal angle φ is calculated by considering the maximum horizontal
extention and flexion of the shoulder joint.

This approximation however includes a portion that is not included in the real
workspace; when the shoulder approaches it maximum horizontal extension, not
the whole area between the maximum and minimum radius can be reached.
When observing the horizontal plane crossing the shoulder base frame, the
points covered by a circle with the centre point located in the elbow base frame
and radius equal to the length of the lower arm needs fall out the workspace (see
figure 4.5). For most robots, the shoulder joint block is composed of two joints
with an in-line axis, separated by a joint with an axis perpendicular to the
link. In this case, the unreachable points in the 3D workspace are gathered by
a sphere with an elbow-base centre point and a radius of the lower-arm length.
Since this is the most common case, it is taken as a reference to calculate the
approximate workspace. Therefore, next to the values for r, θ and φ, also
the length of the lower-arm is calculated and used in the determination of the
range.

Figure 4.6 shows a xy− and xz− cross section of the workspace of NAO. The
blue dots indicate the real workspace, while red dots indicate the calculated
approximation. Uncovered blue dots in the left part of figure 4.6 result from
not taking into account the configurations involving elbow flexion for maximum
horizontal shoulder flexion/extension. The eliminated circle around the elbow
is clearly visible in the right bottom corner of the xy− cross section (left of
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Figure 4.5: View of the calculated workspace in the horizontal plane crossing
the shoulder base frame. The area covered by a circle with the centre point
located in the elbow base frame and radius equal to the length of the lower
arm (dotted surface) needs to be subtracted from the workspace (grey surface).
N.b: this figure shows the calculated workspace used in the pointing-condition,
where the end-effector is the finger.

figure 4.6). However, some blue dots are visible in this region. They origin from
non-human like postures and do not contribute to proper natural trajectories.
In the right part of figure 4.6, the posture of Nao reaching maximum extension is
superimposed on the xz− cross section passing the shoulder base frame. For the
specific configuration and joint limits of Nao, a small region of reachable points,
highlighted by a black circle, is neglected by the approximate calculation. These
are however points that are not of great interest for pointing and reaching
gestures, since most probably, such a gesture is directed towards the space
in front of the body. Other uncovered blue dots result from configurations
involving elbow flexion for maximum flexion/extension and do not contribute
to natural human postures.

4.2.2 Evaluation of specified end-effector positions

Since only four variables are used to describe the approximate workspace, the
method can rapidly evaluate if a certain end-effector position lies within the
possible range of the robot. In order to do so, the parameters r, θ and ψ
corresponding to the specified end-effector position need to be calculated. The
radius r can easily be determined by calculating the norm of the vector starting
at the shoulder base frame and ending in the specified point. By projecting
this vector respectively in the yz-plane and the xy-plane, the angles θ and
ψ can be calculated. To check whether the point is in the range of the robot,
these values are compared to the limit values of the approximate workspace. In
case the desired position indeed lies within the hollow sphere-part, the method
checks if the position is located inside the non-reachable sphere centred around
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Figure 4.6: Calculating an approximate workspace. Blue dots indicate the
real workspace, red dots the approximation. Left: xy-cross section passing the
shoulder base frame. Uncovered blue dots in the top right result from not taking
into account the configurations involving elbow flexion for maximum horizontal
shoulder flexion. The same applies for the dots in the left bottom corner. The
uncovered blue dots located in the circle around the elbow base (right bottom
corner) origin from non-human like postures and therefore do not contribute
to proper natural postures. Right: xz-cross section passing the shoulder base
frame. A small region of reachable points, highlighted by a black circle, is
neglected by the approximate calculation. Other uncovered blue dots result
from configurations involving elbow flexion for maximum flexion/extension and
do not contribute to natural human postures.

the elbow. In order to do this, the desired position is rewritten in the elbow
base frame when positioned in maximum horizontal extension, and its norm is
compared to the lower-arm length.

4.3 Trajectory generation

When the desired end-effector position is located within the workspace of the
robot, a trajectory towards this position needs to be calculated. Different
research has shown that, when asked to perform a point to point hand gesture,
humans tend to move their hand along a straight path [118][119][120][121].
Therefore, a logical first trial for the path is a linear interpolation between the
start and end position. However, even if the start and end point fall within
the workspace, it is possible that a part of the trajectory falls outside the
reachable range. For a human, this is for example the case when reaching a
point close to the chest, starting from the T-pose. [122] reported that, when
a subject was required to produce curved hand trajectories, a curve with low
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curvature elements was tried to be approximated. To verify if a linear trajectory
is possible, our developed method checks a set of points, distributed along
the trajectory, to lie in the workspace. In case one of these points fall out
of the range, a curved trajectory to reach the desired location is calculated.
This trajectory consists of a circular arc connecting the start and end position
of the end-effector, whereof the exact shape, i.e. the radius and mid-point
corresponding to the circular arc, depends on in which amount the straight
path is situated in the non-reachable zone. If only a small section of the straight
path is not reachable by the configuration, a small correction with respect to the
linear trajectory is possible. However, when a large portion of the straight path
falls in the non-reachable zone, to be able to reach the desired end position,
the corresponding arm chain needs to go around this zone, resulting in a path
with higher curvature. Using this methodology, a trajectory with a minimal
amount of curvature, as close as possible to the linear path, is calculated for
the specified gesture. More information on how the trajectory is calculated in
the gesture software is available in appendix B.

Figure 4.7 schematically summarises how a place-at gesture is calculated:
firstly, the necessary end-effector position in the arm base frame is calculated,
starting from the desired position specified by the user. After verifying the
reachability of this point, a suitable trajectory is calculated. For every step in
this trajectory, the joint angles can be determined by using the inverse kine-
matics algorithm discussed in section 4.1.

4.4 Pointing condition

The pointing condition is used in situations whereby the robot is aimed to point
towards a certain specified position. In this case, no direct constraint is imposed
on the end-effector; a series of configurations with a specific combination of
end-effector position and orientation can fulfil the pointing constraint. In the
pointing condition, the end-effector is the index finger, in contrast to the hand
itself, as used in the place-at condition. In our software, the index finger is
positioned in line with the hand and the length of the finger is added to the
length of the last wrist-link in the corresponding DH-parameter. When pointing
to an object, the index finger is directed towards the object. This implies that
for a certain position of the end-effector, the orientation is chosen along the
connection line between the object and the last wrist joint. Or with other words,
the extension of the end-effector needs to pass the selected target position. This
is illustrated in figure 4.8. To calculate all the possible postures that fulfil the
pointing constraint, the end-effector is gradually virtually extended and the
pointing position is imposed on the virtual end-effector. As such, the problem of
finding the postures fulfilling the pointing constraint for the real configuration
is reduced to finding a posture fulfilling a place-at constraint for a series of
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Figure 4.7: Schematic representation of the work flow for the place-at condi-
tion.

configurations, having a virtual end-effector with consecutive different lengths.
The minimum and maximum amount of possible virtual extension depends on
the robot’s configuration and joint angle limits. For every virtual length, the
optimal configuration is calculated using the algorithm discussed in section
4.1. The previously described cost function finally selects the optimal result
by comparing the total cost of every configuration from the resulting collection
of postures. Figure 4.9 gives a schematic representation of this process. When
the optimal posture is selected, a trajectory towards the final (real) end-effector
position is calculated and the joint angles for each step of the trajectory can
be determined.

4.5 Gazing

The method supports the possibility of gazing towards a chosen position, or
along with a deictic gesture imposed on the right or left arm. The position,
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Figure 4.8: When pointing to an object, the index finger is directed towards
the object. This implies that for a certain position of the end-effector, the
extension of the end-effector needs to pass the selected target position. To
calculate all the possible postures that fulfil the pointing constraint, the end-
effector is gradually virtually extended and the pointing position is imposed on
the virtual end-effector. As such, the problem of finding the postures fulfilling
the pointing constraint for the real configuration is reduced to finding a posture
fulfilling a place-at constraint for a series of configurations, having a virtual
end-effector with consecutive different lengths.

specified in the standard reference frame by the user, should be converted to
the necessary orientation the head should adopt to correctly gaze towards the
desired direction. In order to do so, the position is first rewritten in the DH-end
frame of the head chain, situated at the level of the eyes. This in contrast to the
previous two conditions, where the position was converted to the base frame of
the chain of interest. The vector, going from the origin of the end frame of the
head chain towards the specified gazing position, serves as a basis to define a
new coordinate frame, which will indicate the desired head orientation. More
specifically, the vector indicates the direction of the x-axis. Since we don’t aim
for abduction/adduction of the neck, the y-axis is chosen to stay parallel to the
standard xy-plane. By choosing the z-axis perpendicular to the previous two
axes and assuring the vector is oriented upwards, the coordinate frame, and
therefore, the necessary head orientation is unambiguously determined. The
rotation matrix corresponding to this orientation is used as a constraint for
calculating the correct joint angles using the the block mode, as explained in
the previous chapter (chapter 3).

A simplified diagram of the complete work flow of the program is visualized
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Figure 4.9: Schematic representation of the work flow for the pointing condi-
tion.

in figure 4.10. The method firstly verifies which mode the user would like to
use. When using the block mode, the orientation information for the desired
gesture is loaded from the database and mapped to the selected configuration,
whereafter the corresponding joint angles are calculated for every intermedi-
ate posture. When using the end-effector mode, for every available chain, the
method checks whether the user has inputted a desired position. In case a
gazing position was specified, the corresponding head orientation is calculated.
The calculation of the joint angles is further processed by the block mode.
In case a position was specified for an arm chain, the method verifies which
condition is enabled. When a pointing gesture is desired, the optimal end
posture according to the principle of minimal deviation from the neutral pos-
ture is firstly determined, whereafter a suitable trajectory towards this posture
is calculated. In case of a place-at condition, the trajectory to the mapped
end-effector position is calculated immediately, provided that the position is
situated in the workspace of the robot. If the position is not reachable by the
robot, the pointing-condition will be enabled and a pointing gesture towards
the position is calculated.
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Figure 4.10: Simplified work flow of the complete method.
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Figure 4.11: Calculated trajectory for a place-at task for the right hand with a
start position of (0, 76, 48) cm and end position of (34,−23, 45) cm. Left: start
pose. Right: end pose. Middle: plot of the calculated end-effector position
with respect to the time.

4.6 Results

4.6.1 Results for the Place-at condition

The method was validated on different configurations. An example of the
calculated trajectory for a place-at task for a 9 DOF arm is shown in figure
4.11. The arm consists of a 2 DOF clavicle, 3 DOF shoulder, 1 DOF elbow and
3 DOF wrist. The initial pose (left side of the figure) corresponds to an end-
effector position of (0, 76, 48) cm. The middle figure visualizes the calculated
end-effector position with respect to the time when reaching for an end-effector
position of (34,−23, 45) cm. The resulting end posture is shown at the right side
of the figure. Figure 4.12 shows an xy-view of the same trajectory (blue line),
superposed on the xy-cross section of the right arm workspace for the place-
at condition (grey zone). As mentioned in section 4.3, a first attempt for the
trajectory is a straight path. In this example however, the straight line between
the start and end-effector position passes a non-reachable zone. Therefore, a
curved trajectory was used to reach the desired end-effector position.

4.6.2 Results for the Pointing condition

As discussed in section 4.4, an optimal posture corresponding to a desired
pointing position is determined by extending the end-effector gradually between
two predefined boundaries, calculating the corresponding end postures, and
selecting the optimal posture according to the cost-function. In this section,
we discuss a pointing gesture to the position (60,−20, 30) cm performed by
the robot NAO [3] with the T-pose as the starting posture. Figure 4.13 shows
the calculated end posture for the different iteration steps. The end-effector
is virtually extended between a minimum and maximum value. The minimal
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Figure 4.12: Top view of the calculated trajectory for a place-at task for
the right hand with a start position of (0, 76, 48) cm and end position of
(34,−23, 45) cm, superposed on the xy-cross section of the right arm workspace.

extension corresponds to the difference of the norm of the vector going from
the shoulder base frame to the specified pointing position and the maximum
length of the arm. The maximum extension, on the other hand, is the difference
between the norm of this vector and the minimum length. Figure 4.13a shows
the calculated end posture for the minimum virtual extension whereby the
pointing position is visualized by a sphere. Figure 4.13d visualizes the end
posture for the maximum virtual extension, while figure 4.13b and figure 4.13c
correspond to two intermediate values of extension. The cost function selected
posture (d) as the optimal end posture.

4.6.3 Place-at condition imposed on different configura-

tions

Table 4.2 shows the calculated end posture for a place-at gesture at (34,−34, 38)
cm for four different configurations. The first column shows the joint configu-
ration, while the second column shows the calculated posture for that configu-
ration. The desired end-effector position is visualized by a sphere. In the top
row, a 9 DOF human arm is shown, while configuration 2 shows the ASIMO
robot [1]. For both ASIMO and the human model, the targeted end-effector po-
sition was reachable, and a suitable end posture could be calculated, as shown
in the second column. Configuration 3 is that of the NAO robot [3]. NAO is
considerably smaller than the previous models, and as a result, the maximum
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(a) (b)

(d)(c)

Figure 4.13: In the pointing condition, an optimal posture corresponding to a
desired pointing position is determined by extending the end-effector gradually
between two predefined boundaries, calculating the corresponding end postures,
and selecting the optimal posture according to the cost-function.(a) Minimum
virtual extension. (d) Maximum virtual extension. (b) and (c) Intermediate
values of extension. The cost function selected posture (d) as the optimal end
posture.
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Table 4.2: Results of the method for different arm configurations. The first
column shows the joint configuration, while the second column shows the end
posture for a place-at gesture at (34,−34, 38) cm.

Configuration Calculated posture
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reachable distance is smaller. The desired position is located out of the range
of the robot. Therefore, the pointing condition is activated, and a suitable
posture for a pointing gesture towards the specified point is calculated.

4.7 Conclusions

In this chapter, the working principles and calculation aspects of the end-
effector mode were covered. This mode is used for gestures whereby the posi-
tion of the end-effector is crucial, like for deictic gestures, while the block mode,
discussed in the previous chapter, was developed to calculate gestures whereby
the overall pose is important, like for emotional expressions. To overcome the
correspondence problem, the framework of the method is constructed indepen-
dently of any configuration, and mappings are only calculated at run-time,
based on the morphological information of a robot chosen by the user. The
end-effector mode allows calculating postures for two different conditions; the
place-at condition, whereby the user specifies the position of the hand, and the
pointing condition, whereby the user specifies a pointing position towards the
robot should point. The end-effector mode was validated on a set of configu-
rations, including those of the robots NAO, ASIMO and Justin. The following
chapter covers how the two working modes of the method can be mixed to
generate blended gestures and how an initially neutral deictic gesture can be
modulated into an affective gesture.
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gestures and affective

functional behaviors

Since for different types of gestures, different features are important, our method
was designed to work in two modes. The block mode is used to calculate gestures
whereby the overall arm placement is crucial, like for emotional expressions.
The end effector mode, on the other hand, is developed for end-effector depend-
ing gestures, i.e. gestures whereby the position of the end-effector is important,
like for manipulation and pointing. The working principles and results of the
block and end-effector mode were presented in detail in the previous chapters.
This chapter covers how the two developed modes are combined to generate
blended deictic gestures and emotional expressions, and how information about
the current emotional condition can be used to modify functional behaviors,
calculated by the end-effector mode, into affective motions. The new implemen-
tations were validated on virtual models with different configurations, including
those of the robots NAO and Justin.

This chapter is based on the following publication:

Greet Van de Perre, Hoang-Long Cao, Albert De Beir, Pablo Gómez Este-
ban, Dirk Lefeber, and Bram Vanderborght. Generic method for generating
blended gestures and affective functional behaviors for social robots. Au-
tonomous Robots, 1–12, 2017.
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5.1 Blended gestures

5.1.1 Priority levels

In natural communication, humans use and combine different types of gestures.
By combining the two modes of our method, it is possible to generate blended
emotional expressions and deictic gestures. In order to do so, priority levels for
each chain are assigned to both gesture types and a mode mixer was designed.
If the mode mixer is turned off, all gestures are treated separately; starting a
new gesture entails a previously started gesture to be aborted. By enabling
the mode mixer, different gestures are blended by considering for every chain,
only the end-effector condition(s) corresponding to the gesture with the highest
priority level. The priority levels are defined using a number of rules:

• For an emotional expression, the priority level for each chain is set on
level 1

• A deictic gesture has a higher priority than an emotional expression:
the chain corresponding to the pointing/reaching arm receives a higher
priority level; level 2

• Similarly, gazing has a higher priority than an emotional expression: the
head chain receives a higher priority level; level 2

This is summarized in table 5.1.

For every separate chain, the highest priority level present determines which
gesture needs to be considered for that chain. The corresponding calculation
principles (see table 5.1) are enabled, and the required constraints are loaded
for the different chains: orientational information for every block composing the
chain for the block mode, or the desired end-effector position for the complete
chain for the end-effector mode.

When, for example, an emotional expression is performed in combination with
a left handed deictic gesture, the left arm chain has a level 1 priority for the
emotional expression but a level 2 for the deictic gesture, as can be seen from
table 5.1. Therefore, for that chain, the pointing position is imposed and the
end-effector mode will calculate the corresponding joint angles. For the other
chains, only priority level 1 is present. Therefore, the block mode will calculate
the joint angles for all blocks in the remaining chains.

Figure 5.1 schematically summarizes how the mode mixer and the priority
levels determine the imposed constraints, while figure 5.2 visualizes the work
flow of one iteration, depending on the priority levels.
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Table 5.1: Priority levels

Emotional Deictic gesture Gazing
expression Left arm Right arm

priority level
Body 1
Head 1 2
Arm right 1 2
Arm left 1 2

Calc. principle block mode end-effector mode block mode

Figure 5.1: Schematic representation of how the end-effector constraints are
determined by the motion mixer and the priority levels.

67



PART I. DEVELOPMENT OF A GENERIC GESTURE METHOD FOR SOCIAL ROBOTS

Figure 5.2: Work flow of one iteration, depending on the priority levels

5.1.2 Examples of blended gestures

Figure 5.3 illustrates the calculation of a blended gesture for both the robots
NAO and Justin. The left part of the figure shows the joint configuration of
the robots. NAO has an actuated head, and a left and right arm of 5 DOF.
Justin’s arms, on the other hand, contain 7 DOF, with a remarkable different
configuration. In addition, Justin has an actuated body consisting of 3 DOF.
The middle of figure 5.3 displays the end posture for the emotional expression
of fear, calculated by the block mode. For the right part of figure 5.3, the
mode mixer was enabled and a combination of gestures was demanded. Next
to the expression of fear, a pointing gesture with the right arm was desired,
accompanied by gazing towards the pointing location. As explained above,
the priority levels determine which calculation principle is activated for every
chain, and which corresponding end-effector conditions need to be used. For
the emotional expression, all present chains have priority level 1. However, the
priority of the pointing gesture for the right arm is higher since it has level 2.
Therefore, for the right arm chain, the end-effector mode is activated, whereby
the end-effector condition is determined by the desired pointing position. For
all the other chains present, the block mode is activated. Since the priority of
gazing towards a specified position for the head overrules that of the emotional
expression, the necessary rotation matrix to obtain the desired gazing direction
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(a)

(b)

Figure 5.3: Example illustrating the calculation of a blended gesture for (a)
NAO (b) Justin. Left: Joint configuration of the robot. Middle: Calculated
end posture for the emotional expression of fear. Right: Calculated end posture
for a combination of a pointing gesture with the right arm, and the emotional
expression of fear.

is imposed. For the left arm chain, and body chain in case of Justin, the mapped
rotation matrices, calculated using data from the gesture database, are imposed
as end-effector condition for every present block in the corresponding chains.

5.2 Affective functional behaviors

5.2.1 Expressivity models

In some situations, it is desirable to express an emotional condition in a differ-
ent manner than by using explicit bodily expressions as calculated by the block
mode. It is possible, for example, that both arms are involved in a functional
behavior, and therefore not available for performing an emotional expression.
On the other hand, the recognizability of an emotional expression can decrease
severely when one arm is used for a deictic gesture. In such cases it can be
useful to express an emotional state through an ongoing functional behavior by
modulating it, using a certain set of characteristic performance parameters. In
literature, different expressivity models have been developed to reach that goal.
Amaya et al. [123] proposed a model to generate an emotional animation from
neutral motions by calculating an emotional transform based on the difference
in speed and spatial amplitude of a neutral and emotional motion. In [124],
six parameters, namely spatial extent, temporal extent, fluidity, power, overall
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activation and repetition were used to modify behavior animations for the vir-
tual agent Greta. Yamaguchi et al. [125] found that the amplitude, position
and speed are relevant parameters in modifying basic motions to express joy,
sadness, angriness and fear, while Lin et al. [126] found that the stiffness, speed
and spacial extent of the motion can effectively generate emotional animations
from an initial neutral motion. Xu et al. [127] proposed a method for bod-
ily mood expression, whereby a set of pose and motion parameters modulate
the appearance of an ongoing functional behavior. Results indicated that the
spatial extent parameters, including hand-height and amplitude, head position
and the motion speed are the most important parameters for readable mood
expressions [128]. Since in all these discussed expressivity models, the motion
speed and the amplitude are important recurring factors, we decided to focus
on these modification parameters in our method.

5.2.2 Generating affective gestures by influencing the mo-

tion speed

In both [128] and [125], it was experimentally confirmed that the motion speed
influences the perceived level of both valence and arousal; a fast motion is
associated with a hight arousal and valence, while a slow motion is attributed
to low arousal and valence values. By considering the emotions as vectors
in the two dimensional emotion space of valance and arousal, based on the
circumplex model of affect [129], we obtained an appropriate speed scaling
factor for each emotion (see figure 5.4). When calculating a deictic gesture
with the end-effector mode of our method, a suitable trajectory between the
initial posture and the end posture is generated by calculating intermediate key
frames. The timing between two consecutive frames is fixed, but the amount
of frames, and therefore the total duration of the gesture is determined by the
speed scaling factor. As such, affectional content is added to the deictic gesture
by influencing the motion speed.

5.2.3 Generating affective postures using the nullspace

The second modification parameter, the amplitude of the motion, refers to the
spatial extent; the amount of space occupied by the body. Xu et al. [128] found
that this parameter is only related to the valence; open postures with a high
amplitude are coupled with affective states with high valence, while closed, low
amplitude posters are related to states with a low valence. Also this relation
is represented on the circumplex model of affect in figure 5.4. As discussed in
section 4.1, the necessary joint angles to reach a desired posture are calculated
by the inverse kinematics algorithm of equation B.24 with as cost function w,
a slightly adapted form of the joint range availability criterion (equation 4.4).
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Fear

Valence

Arousal

Anger

Disgust

Sadness

Happiness

 vmotion

 vmotion

 vmotion

 vmotion

  Amp

  Amp

Figure 5.4: Dependency of the modification factors motion speed (vmotion) and
Amplitude (Amp) on the valence and arousal value, depicted on the circumplex
model of affect ([129]).

In that way, an optimal humanlike posture is calculated by keeping the joints
qi close to a selected set of minimum posture angles qmi. Instead of using
the fixed minimum posture angles, it is possible to express them as a function
of the current valence level. Hence, the resulting calculated posture becomes
dependent of the current affective state. The Body Action Units mostly influ-
encing the openness of a posture are BAU 10 and 13; the units corresponding
to the abduction/adduction of the shoulder and the flexion/extension of the
elbow joint (see table 2.2). For the joints corresponding to these BAU’s, a
linear function of the valence is provided instead of the fixed minimum posture
angle as used before. When scaling the valence level val for each emotion as
read on the circumplex model of affect (see figure 5.4) between 0 and 1, the
following linear function can be used to select the current appropriate value for
the minimum posture angle, which we now call the affective posture angle qai:

qai = qai,min + val ∗ (qai,max − qai,min) (5.1)

The minimum value qai,min of the affective posture angle corresponds to the
value associated to the minimum valence value, i.e. a value generating a closed
posture with low amplitude. The angle value is defined in the corresponding
reference frame connected to the human base model, and relatively to the T-
pose as visualized in figure 2.2. Therefore, for BAU 10, a value of 90◦ is a
suitable choice, since it corresponds to a posture whereby the upper arm is
touching the flank of the body. Regarding BAU 13, a small amplitude posture
is reached when keeping the forearm as close as possible to the upper arm. A
value of 170◦ is therefore an appropriate choice. Similarly, the maximum value
qai,max of the affective posture angle corresponds to the value associated to
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the maximum valence value; the value generating an open posture with high
amplitude. This should be a posture whereby both the elbow and wrist are
located far away from the body. A suitable choice is therefore 0◦ for BAU 10,
and 80◦ for BAU 13.

5.2.4 Example: deictic gesture during different states of

affect

Figure 5.5 illustrates the results of the two subsections discussed above. A
right-arm reaching gesture during different states of affect was calculated for
two different configurations; a human virtual model with a 9 DOF arm, depicted
in figure 5.5a , and the robot Justin, depicted in figure 5.5b.

The right top of both sub figures shows the corresponding joint configuration
of the used models, while the main of the figures visualizes a set of calculated
postures for every affective state on a time line. As discussed in subsection
5.2.2, the total timing of the gesture is influenced by the speed factor, of which
the value is determined by the current affective state. Since the motion speed
increases with both valence and arousal, a high value is obtained for the happy
state, resulting in a short total timing of the gesture of 0.75 s. For the same
pointing gesture performed during a sad state, a low speed factor and thus long
duration (1.5 s) is calculated, while for the fearful state, the values are located
somewhere in between (duration of 1.0 s).

The influence of the amplitude modification factor is visible when comparing
the end posture for each affective state. Since the amplitude of the posture
increases with higher valence values, an open posture is calculated for the
happy state, whereby the elbow is located far away from the body. For the
sad state, the elbow is placed close to the body, generating a closed posture
as expected. Since the valence values for fear and sadness are close to each
other, as can be seen from figure 5.4, the difference in posture during the the
corresponding states is small (a difference of approximate 10◦ for BAU 10).
Here, the total timing of the gesture is the main differentiator.

5.3 Conclusions

In this chapter we discussed how the two working modes of the method can be
combined to generate blended emotional expressions and deictic gestures. To
achieve this, a mode mixer was developed, and for every mode, priority lev-
els were assigned to each chain. The priority levels decide which end-effector
constraints need to be considered for each chain. In that way, when gestures
with different priority levels are selected with the mode mixer enabled, the
imposed end-effector conditions originating from the different gestures result
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Figure 5.5: Example illustrating expressing affect during a functional behavior
for (a) a human virtual model (b) the robot Justin. A reaching gesture was
calculated during different affective states: happiness, fear and sadness. Right
top: corresponding joint configuration. Main figure: Time line showing a set
of postures for every affective state, illustrating the effect of the motion speed
modification factor on the calculated gesture. The effect of the amplitude
modification factor is visible when comparing the end postures for every mood.
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in a blended posture. In some cases, it can be interesting to express an emo-
tional condition not by using explicit bodily expressions as calculated by the
block mode, but through an ongoing functional behavior. We implemented
the possibility of modulating a pointing or reaching gesture into an affective
gesture by influencing the motion speed and amplitude of the posture. The
new functionalities of the method were illustrated using several virtual models,
including those of Justin and NAO. The next chapter covers the validation of
the method on physical robots.
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physical robots

To overcome the difficulties in transferring joint trajectories to different robots,
we proposed the use of a generic method to calculate gestures for social robots.
The developed software allows the calculation of different types of gestures, in-
cluding emotional expressions and deictic gestures, as well as combinations of
both types and mood expressions through functional behaviors. In the previous
chapters, the different modalities were discussed and validated on the virtual
model of different robots. In this chapter, the innovations made to the method
to successfully use it on physical robots are discussed. This includes the im-
plementation of an inverse kinematics algorithm with a joint angle limitation
module. The selection of the necessary optimal parameters for our method is
illustrated through an example. Furthermore, a joint speed limitation module
was added to the method to guarantee a smooth performance of the calculated
joint trajectories. For the validation, a test scenario including different types of
gestures was generated for a set of robots with different morphologies, namely
NAO, Pepper and Romeo.
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6.1 Adjusting the method for physical robots

6.1.1 Joint angle limits

When using the method on physical robots instead of on virtual models, me-
chanical constraints become important issues to consider. A first factor that
can entail major implications on the calculated gestures are the joint limits of
the considered robot. A joint angle limitation module needs to be implemented
in the algorithm to enable the physical robot to perform the calculated ges-
ture without violating the physical constraints. Different strategies have been
used in literature to implement joint limitation in existing algorithms. A well
know method to avoid mechanical joint limits for redundant manipulators is
the Gradient Projection Method (GPM) introduced by Liégeois [130]. Here,
null space motion is used to guide the joint angles away from their limits.
When applied on a closed loop inverse kinematics (CLIK) algorithm, this is
similar as what we use to guide the configuration into a natural (section 4.1.2)
or affective posture (section 5.2.3). The only difference is the choice of the cost
function w(q). To guide the calculated joint angles away from their bound-
aries, w(q) is specified as a function of the distance from the joint limits. In
case of a redundant manipulator, this method guides the solution to the center
of the joint range, away from the limits, but does not guaranty that no limit
is crossed. Furthermore, since our gesture method is aimed to work for any
robot configuration, including non-redundant ones and in both the block- end
end-effector mode, this is not a satisfying solution. We opted to work with an
algorithm proposed by Drexler and Harmati [131]. Their methodology guar-
antees no violation of the joint limits by transforming the joint variables qi to
a set of fictive joint variables zi. The transformation for every joint should
be continuous, monotonously increasing and open on the interval between the
lower and upper limit value so that can be written:

qi = βi(zi) (6.1)

whereby the domain of β equals [−∞,∞], whereas its range is [qmin,i, qmax,i].
A proposed transformation is the tangent function, whereby a linear mapping
scales the range to the appropriate limit values:

qi =
qmax,i − qmin,i

π
tan−1(zi) +

qmax,i + qmin,i
2

(6.2)

By expressing the kinematic equations in terms of the fictive variables zi, and
calculating the real joint values qi by equation 6.1, the resulting values will
always stay between the imposed boundaries. Their proposed algorithm works
as follows: in a first step, the joint velocities are calculated in a conventional
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way, in our case by using equation B.24, whereafter they are transferred to the
transformed joint space:

ż = dβ−1(z)q̇ (6.3)

with dβ the diagonal matrix formed by dβi = ∂βi(zi)
∂zi

. Then, the transformed
variables z are calculated by integrating ż. In our case, this is done by using
the implemented Runge-Kutta algorithm. Finally, the joint angles q can be
acquired by using equation 6.1. Using this technique, the joint limits cannot
be violated. However, when reaching a boundary, the derivative of the corre-
sponding function βi approaches 0, causing the problem to get ill-conditioned.
To invert the matrix dβ, one proposed method is to use the Pseudoinverse dβ†

based on singular value decomposition with truncation at low singular values:

dβ†
ii =

{

1
∂βi
∂zi

if ∂βi

∂zi
≥ ǫ

0 else
(6.4)

To regain manipulability in such a situation, a secondary task vector y in the
transformed joint space is introduced, that aims to drive the joint away from
the boundary. So instead of using equation 6.3 to calculate the transformed
joint derivatives, an extended formula is used:

ż = dβ†(z)q̇ +
(

I − dβ†(z)J†
AJAdβ(z)

)

y (6.5)

The two terms in this equation are in what follows denoted as respectively ż1

and ż2:

ż = ż1 + ż2

with

{

ż1 = dβ†(z)q̇

ż2 =
(

I − dβ†(z)J†
AJAdβ(z)

)

y

(6.6)

6.1.1.1 Determination of the optimal task vector y for our method

In [131], a linear function of z is proposed for the task vector y, which is only
activated in case of low singular values:

yi =

{

−mizi if dβi < ǫ
0 else

(6.7)

with mi a suitable weight factor for joint i. By defining the task vector using
the same parameter ǫ as used as truncation bound for the calculation of the
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pseudoinverse dβ†, the second part of equation 6.5 (ż2), which is responsible
for guiding the joint away from its limits, is only activated when the first part
(ż1), responsible for guiding the joint towards the necessary value to reach the
desired end-effector pose, equals zero and vica versa.

The illustrative example in [131] proposes the following values for the con-
stants: mi = 1, ǫ = 10−10. For our first attempts, the same parameters were
implemented in our method. This however did not give optimal results for our
method. Since ǫ is very small, the joint angles are allowed to approximate the
joint limits very closely, generating very high values for z. Depending on the
trajectory, this can result in big jumps of joint angle values when the respon-
sible term for the calculation of ż switches from the second to the first part of
equation 6.5. An illustrating example of this is shown in the following figures.
Consider the joint configuration shown in figure 6.1. For this example we only
consider the right arm chain, which consists of a clavicle block composed of 2
joints, a shoulder and wrist block, both consisting of 3 joints, and an elbow
block, composed of 1 joint. The desired trajectory is as follows; the model’s
starting posture is the T-pose. From there, the emotional expression of sad-
ness is activated, a gesture with a total duration of 1.5 seconds. Immediately
after reaching the final posture for this gesture, the emotional expression of
happiness is imposed. This gesture has a duration of 0.75 seconds. Both ges-
tures are calculated by the block mode. The end-effector orientations for every
block necessary to reach the end posture of both expressions are calculated by
combining information from the database with the morphological specifications
entered by the user, as explained in chapter 3. The path between the start and
end posture is determined by interpolating between the corresponding orienta-
tions for the total duration of the gesture. For every key frame, the necessary
joint angles to reach the desired posture can then be calculated using the joint-
constrained inverse kinematics algorithm, in combination with Runga Kutta.
The trajectory of the first clavicle joint is visualized in figure 6.2a, while figure
6.2b shows the calculated trajectory of the corresponding transformed joint
variable z, together with the values of ż1 and ż2. From the starting point until
t = 1.27 s, the first part of equation 6.5, ż1, pushes the joint angle value q from
its initial value towards the upper joint limit. When reaching the joint limit,
the values for ż1 become very large since dβ approaches zero, which results in
a corresponding large value for z. The point were ∂β1

∂z1
= ǫ is depicted by a red

dot on figure 6.2b. There, the pseudo-inverse dβ† is set to zero, causing the
result ż no longer be determined by term ż1, but by term ż2. The algorithm
successfully keeps the joint at its boundary, while gradually decreasing z. At
t = 1.5 s, the emotional expression of happiness is activated. The term ż2 con-
tinues in lowering z until ∂β1

∂z1
again equals ǫ. At this point, denoted by a purple

dot, ż1 is again activated, trying to guide the joint angle to a value necessary
to reach the desired end-effector orientation. Here, the algorithm fails; because
of the current high value of z, and therefore high value of β†, ż1 immediately
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Figure 6.1: Joint configuration of the model used for the example in figure 6.2,
6.3 and 6.4. Relevant for this example is the 9 DOF right arm, consisting of
a clavicle block (2 joints), a shoulder block (3 joints), an elbow block (1 joint)
and a wrist block (3 joints).

drives z to a high negative value, projecting the joint angle q from its upper
boundary to its lower boundary. This results in a direct switch of activation
from ż1 to ż2 to prevent the joint angle q from crossing its lower limit value.
The algorithm doesn’t manage to lower the value of z enough to reactivate
ż1. The desired end-effector orientation of the clavicle block is therefore not
reached.

In order to solve this problem, a first possibility is to decrease the value of ǫ.
Figure 6.3a shows the calculated joint trajectory for the first clavicle joint for
exactly the same configuration, desired gestures and parameters except for ǫ,
which is now set to 10−3. The corresponding transformed joint trajectories and
the contributions of ż1 and ż2 are visualized in figure 6.3b. The initial trajectory
of z is similar as for the previous example, however, the since ǫ is smaller, the
term ż2 is activated considerably sooner. This point is again denoted by a red
dot. The joint angles q are forced to keep a bigger distance from the upper
boundary, and the corresponding z-values will stay significantly smaller. For
the resulting duration of the sadness-gesture, the joint values are kept around
this value by switching between the two contribution terms of ż; firstly, ż2 will
attempt to lower the value of z, until the ∂β1

∂z1
again equals ǫ. Then, ż1 will

continue to try to guide the joint to a value corresponding to the desired end-
effector orientation, which results in a slight increase of z. This alternation
continues until the second gesture, the emotional expression of happiness, is
activated. The point where the z-value is low enough to activate ż1 again lies
at time t = 1.54 s and is denoted by a purple dot on figure 6.3. From there,
the algorithm guides the joint angle towards a lower value, corresponding to
the necessary value to fullfil the current end-effector constraint. In contrast
to the previous example, the desired end orientation could be reached by the
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Figure 6.2: Calculated trajectory for the first clavicle joint of the configuration
visualized in figure 6.1, for the execution of the emotional expression for sad-
ness, followed by that for happiness. yi = −zi and ǫ = 10−10. (a) Trajectory
for the real joint angle q. (b) Trajectory for the transformed joint variable z,
accompanied by the contributions of ż1 and ż2.
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Figure 6.3: Calculated trajectories for the first clavicle joint of the configura-
tion visualized in figure 6.1, for the execution of the emotional expression for
sadness, followed by that for happiness. yi = −zi and ǫ = 10−3. (a) Trajectory
for the real joint angle q. (b) Trajectory for the transformed joint variable z,
accompanied by the contributions of ż1 and ż2.

algorithm in this case, resulting in a correct solution for the joint angles.

One minor feature that could still be improved is the reaction time necessary
to respond to a change in end-effector constraint when locked around a joint
limit. As can be noted from figure 6.3, 40 ms are necessary for the algorithm
to lower the z− value under the threshold to activate ż1 after starting the
expression of happiness at t = 1.5 s. Since a tangent function (equation 6.2)
was used to serve as transformation β, its differential is proportional to the
inverse of z2:

81



PART I. DEVELOPMENT OF A GENERIC GESTURE METHOD FOR SOCIAL ROBOTS

∂βi(zi)

∂zi
=
qmax,i − qmin,i

π

1

1 + z2
i

(6.8)

ż1 is therefore proportional to z2, while ż2 is only proportional to z, when
selecting equation 6.7 for the task vector y. When, as in the previous example,
an alternation between ż1 and ż2 exists to keep the joint angle close to its
boundary, more iterations are necessary to guide z to its threshold to switch
from ż2 to ż1 then vice versa. This is clearly visible in the region between the
two dots in figure 6.3. To solve this issue, the following function can be used
for y instead of equation 6.7:

yi =

{

−sign(zi)kiz
2
i if dβi < ǫ

0 else
(6.9)

In figure 6.4, the calculated trajectories are plotted for the same example as
before, but with using the alternative function for the task vector. Since both
ż1 and ż2 are now proportional to z2, the alternations in contributing factors
for ż follow each other in a similar time span. Therefore, when activating the
emotional expression for happiness, a reasonable shorter time is necessary to
push the joint angle away from its limit and guide them towards the necessary
value corresponding to the desired end-effector orientation.

6.1.2 Joint speed limits

A second important limitation factor to take into account when working with
physical robots are the joint speeds. To ensure the speeds to stay within their
boundaries, a saturation on the joint speed calculated by equation B.24, q̇calc,
is included in the algorithm:

q̇ =

{

q̇calc if − q̇max ≤ q̇calc ≤ q̇max
sign(q̇calc)q̇max else

(6.10)

As discussed in section 3.2, the time span in which an emotional expression
should be finished is specified in the database. For pointing and reaching, the
total duration of the gesture is dependent of the current affective state (see
section 5.2.2). However, when limiting the joint speeds q̇, it is possible that
the desired end pose cannot be reached in the specified time span tend. In
order to give the algorithm the possibility of reaching the desired posture, if
necessary, the reference time span is extended until the calculated joint angles
have converged. For time steps exceeding the reference time span, the desired
end-effector pose is kept to its desired final value:

xd(tk) = xd,tend
if

{

tk > tend
Abs(xe,tk − xe,tk−1

) > error
(6.11)
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Switch z1 to z2

Switch z2 to z1
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Figure 6.4: Calculated trajectory for the first clavicle joint of the configura-
tion visualized in figure 6.1, for the execution of the emotional expression for
sadness, followed by that for happiness. yi = −sign(zi)z

2
i and ǫ = 10−3. (a)

Trajectory for the real joint angle q. (b) Trajectory for the transformed joint
variable z, accompanied by the contributions of ż1 and ż2.
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To illustrate the effect of the joint speed limitation in the algorithm, a right-
handed reaching gesture for the robot Romeo was calculated. Table 6.1 contains
the necessary robot specifications that serve as input for the method. The top
left shows the joint configuration of the robot. Relevant for this example is the
right arm chain, consisting of a 3 DOF shoulder block, 1 DOF elbow and 3
DOF wrist. In the bottom right, the speed limits for the arm joints are listed.
When calculating the specified gesture with the joint speed limitation disabled,
the limit for the first wrist joint was crossed. Figure 6.5a shows the calculated
speeds q̇ for that joint, together with its boundaries, while figure 6.5b shows
the corresponding end-effector trajectory. The full line denotes the calculated
end-effector position xi,e, while the dotted line shows the desired end-effector
position xi,d, calculated by the trajectory function (see section 4.3) and imposed
on the inverse kinematics algorithm. Except for the x− coordinate at the very
start of the gesture, the calculated end-effector position follows the desired
trajectory perfectly.

Figure 6.6 visualizes the same quantities for the same reaching gesture, but
now calculated with the joint speed limitation enabled. Figure 6.6a shows how
the speeds for the first wrist joint are kept within the imposed boundaries.
As for the case without limitation of the speeds, the desired trajectory is fol-
lowed very closely as can be noted from figure 6.6b. For this gesture example,
the algorithm succeeds in calculating a solution for the desired gesture in the
imposed time span, so no time extension is necessary.

6.2 Experimental results on physical robots

To illustrate the capabilities of our developed method, a set of gestures was
created for different physical robots. To provide context to the gestures, they
were integrated into a little story told by the robot. To highlight the flexibility
and usability of our method, we opted to work with a set of configurations
with significant differences; from over-actuated arms to under-actuated, and
all having different joint configurations and link lengths. In a previous stage,
the method was already validated on the virtual model of, amongst others,
a highly actuated human model with 9 DOF arms, and the robots ASIMO
[104] and Justin [2], both having 6 DOF arms, but however with considerably
different morphology. For this validation on physical robots we worked with
the robots Romeo [132], Pepper [133] and Nao [3]. All three robots have a
different morphology. The specifications for Romeo are grouped in table 6.1.
The left top shows Romeo’s joint configuration. The robot has a 1 DOF actu-
ated body, a 3 DOF head, and an over-actuated right and left arm consisting
of 7 DOF. The joints of the arm chain are grouped into the different blocks,
which results in a 3 DOF shoulder and wrist, and a 1 DOF elbow block. To
calculate the DH-parameters, firstly a DH-frame is assigned to each joint. The
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Figure 6.5: Output for a right-handed reaching gesture calculated for the robot
Romeo without using the joint speed limitation algorithm. (a) Calculated speed
for the first wrist joint, together with its boundaries. (b) End-effector trajectory
of the wrist block. The full line denotes the calculated end-effector position xi,e,
while the dotted line shows the desired end-effector position xi,d.
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Figure 6.6: Output for a right-handed reaching gesture calculated for the robot
Romeo using the joint speed limitation algorithm. (a) Calculated speed for the
first wrist joint, together with its boundaries. (b) End-effector trajectory of
the wrist block. The full line denotes the calculated end-effector position xi,e,
while the dotted line shows the desired end-effector position xi,d.
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frames corresponding to the first joint of each chain, the chain base frames, are
visualized in the middle top of table 6.1, together with the standard reference
frame xsyszs placed in the pelvis of the robot. The orientation and position of
these chain base frames with respect to the standard reference frame are neces-
sary inputs for the program and are specified under the form of homogeneous
transformation matrices. The bottom part of table 6.1 lists the remaining speci-
fications that are used as input for the method, namely the DH-parameters, the
joint angle limits and the joint speed limits. For the body block, three sets of
DH-parameters are specified; the Body-set corresponds to the DH-parameters
calculated for the body joint with as end-effector frame, the base frame of the
head chain. For the Body left- and Body right-set, the base reference frame
of respectively the right and left arm are used. This is used to determine the
current orientation of the base reference frames of the head and arm chains in
case of body motion. To make the connection between the body joints and the
arm base frames in determining the DH-parameters, an extra, non-actuated
joint was added. Table 6.2 lists the same specifications for the robot Pepper.
This robot conists of a 2 DOF head, a 1 DOF body and a 5 DOF left and
right arm. When grouping the joints into the different blocks, this results in
a 3 DOF shoulder block, and a 1 DOF elbow and wrist. The specifications
for the robot NAO are grouped in table 6.3. Unlike the two previous robots,
NAO does not feature an actuated joint in the body. The robot does have a 2
DOF actuated head, and a right and left arm consisting of 5 DOF. Grouping
the arm joints in blocks results in a 3 DOF shoulder, and a 1 DOF elbow and
wrist block.

The test scenario was designed to group a number of different emotional ex-
pressions, calculated by the block mode, and both pointing and reaching ges-
tures, calculated by the end-effector mode. The robot tells a story about how
it helped a lost boy in the supermarket finding back his mother. A number
of calculated postures for all three robots are listed in figure 6.7. The type of
gesture, the used calculation mode (B M: Block mode or EE M: End-effector
mode) and the context are added below each posture. Taking in consideration
the differences in joint angle range for the different robots, for some gestures,
other end-effector positions were chosen to guarantee a successful calculation
of the trajectory. The video’s of the complete gesture sequence for each robot
were grouped on the Probo-website1. This validation was performed when the
joint speed limitation was not yet implemented in the method. For the robots
NAO and Pepper, no speed-related problems occurred. However, since Romeo
has more strict speed limits (see table 6.1), a number of calculated gestures
violated these limits. The calculated joint trajectories were rescaled in time
to be able to be performed by the robot. As a result, the resulting gestures,
and therefore the total duration of the test scenario is considerably longer for

1http://probo.vub.ac.be/GestureMethod/PhysicalRobots.htm

86



CHAPTER 6. GENERATING GESTURES FOR PHYSICAL ROBOTS

Romeo then for the other two robots. Afterwards, the joint speed limitation
was added to the method and the same scenario was ran by the method to re-
calculate the joint trajectories for Romeo. Since the physical robot was not any
more available, the calculated gestures were visualized on the virtual model of
the robot. The corresponding video was added to the same web page as those
of the physical robots. Furthermore, a video grouping the four gesture sets
was provided to visualize the timing of the calculated gestures for the different
cases. When using the joint speed limitation algorithm, for most gestures of
the test scenario, an alternative trajectory could be calculated for the Romeo
configuration whereby the desired time span was not violated. Only for the
first gesture, associated with the text Hello, I’m Romeo and calculated using
the place-at condition of the end-effector mode, the time span was slightly
extended. Figure 6.8 visualizes the timing of this gesture for Romeo, how it
was implemented on the real robot and how it is optimally calculated using
the joint speed limitation, visualized on the virtual model, together with the
desired timing, obtained for the robot NAO. At t = 0s, the robot stands in
a neutral pose. The desired duration of the gesture is 1.5s. As already men-
tioned above, suitable joint trajectories to fulfil this timing constraint could
be calculated for the NAO robot. For the validation on the physical model of
Romeo, joint trajectories were calculated without the joint speed limitation.
The resulting trajectories were rescaled in time to be able to be performed by
the robot, which resulted in a total gesture duration of 2.67s. When using
the joint speed limitation algorithm, a duration of only 1.67s was necessary
to reach the imposed end-effector position. Since for all other gestures of the
scenario, a suitable trajectory could be calculated within the desired time con-
straints, the overall timing of the resulting test scenario calculated using the
joint speed limitation algorithm, is similar to that obtained for the robots NAO
and Pepper, while the one used on the physical model of Romeo is unnecessary
long.
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Table 6.1: Specifications for the robot Romeo.

Joint configuration DH-base frames

base
Rstand

Body Head Right Left









0 −1 0 0
0 0 −1 0
1 0 0 0
0 0 0 1

















0 1 0 0
−1 0 0 0
0 0 1 −51
0 0 0 1

















0.91 0.42 0 8
0.07 −0.16 0.99 −43
0.42 −0.89 −0.17 −9.7

0 0 0 1

















0.91 −0.42 0 8
−0.07 −0.16 −0.99 43
0.42 0.89 −0.17 −9.7

0 0 0 1








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Joint DH-parameters Joint limits q̇max (rad/s)
α (◦) a (cm) d (cm) θ (◦) min (◦) max (◦)

Head 1 -90 0 9.5 -90 -180 0 4
Head 2 -90 0 0 -90 -110 -50 1.9
Head 3 0 9.3 0 0 -20 20 1.5

Body 0 0 51 0 -45 45 1.5
Body right 90 0 41 -90 -135 -45 1.5

0 0 19 0
Body left 90 0 41 90 -135 -45 1.5

0 0 19 0

Shoulder 1 -90 0 0 0 -127 80 2.2
Shoulder 2 90 0 0 0 0 95 4
Shoulder 3 -90 0 21.5 0 -120 120 3.7
Elbow 90 0 0 0 0 90 4
Wrist 1 90 0 19 90 -30 210 1.1
Wrist 2 90 0 0 90 65 115 2.6
Wrist 3 0 11 0 0 -55 55 3.8
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Table 6.2: Specifications for the robot Pepper.

Joint configuration DH-base frames

base
Rstand

Body Head Right Left









0 −1 0 0
0 0 −1 0
1 0 0 0
0 0 0 1

















0 −1 0 0
1 0 0 0
0 0 1 −38.8
0 0 0 1

















1 0 0 7.2
0 0 1 −24
0 −1 0 −15
0 0 0 1

















−1 0 0 −7.2
0 0 1 −24.4
0 1 0 −15
0 0 0 1








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Joint DH-parameters Joint limits q̇max (rad/s)
α (◦) a (cm) d (cm) θ (◦) min (◦) max (◦)

Head 1 90 0 38.8 90 -29.5 209.5 7.3
Head 2 0 5 9 -90 -130.5 -53.5 9.2

Body 90 24.4 0 0 -29.5 29.5 2.3
Body right -90 24.4 0 -90 -119.5 -60.5 2.3

0 -7.2 15 -90
Body left -90 24.4 0 -90 -119.5 -60.5 2.3

180 7.2 -15 90

Shoulder 1 -90 0 0 0 -119.5 119.5 7.3
Shoulder 2 81 0 0 0.5 0.5 89.5 9.2
Shoulder 3 -90 -1.5 18 0 -119.5 119.5 7.3
Elbow 90 0 0 0.5 0.5 89.5 9.2
Wrist 0 3 22 0 -104.5 104.5 17.4
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Table 6.3: Specifications for the robot NAO.

Joint configuration DH-base frames

base
Rstand

Head Right Left









1 0 0 0
0 1 0 0
0 0 1 −21.5
0 0 0 1

















1 0 0 0
0 0 1 −20
0 −1 0 −9.8
0 0 0 1

















−1 0 0 0
0 0 1 −20
0 1 0 −9.8
0 0 0 1








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Joint DH-parameters Joint limits q̇max (rad/s)
α (◦) a (cm) d (cm) θ (◦) min (◦) max (◦)

Head 1 90 0 0 0 -119 119 8.2
Head 2 0 5 0 -90 -126 -61 7.1

Shoulder 1 -90 0 0 0 -119 119 8.2
Shoulder 2 90 0 0 15 15 100 7.1
Shoulder 3 -90 0 10 0 -119 119 8.2
Elbow 90 0 0 2 2 88 7.1
Wrist 0 0 17 0 -193 14 19
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Figure 6.7: Postures captured from the gestures calculated by the method for the robots Romeo, Pepper and NAO.
Below every posture, the type of gesture, the used calculation mode (B M: Block mode or EE M: End-effector mode)
and the context in the story are added.
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0 1.50

1.67 2.70

t (s)

Figure 6.8: Timing of the first gesture of the test scenario for Romeo, how
it was implemented on the real robot without using the joint speed limitation
and by rescaling the resulting joint trajectories, how it is optimally calculated
using the joint speed limitation algorithm, visualized on the virtual model, and
the result obtained for the robot NAO, having the desired gesture duration.

6.3 Conclusions

To ease the sharing of gestures between different robot morphologies, we pro-
posed the use of a generic gesture method. In the previous chapters, the dif-
ferent modalities of the method were validated on the virtual model of several
robots. To guarantee a good performance of the calculated gestures on physical
robots, a number of adjustments were made to the method. Firstly, the im-
plemented closed loop inverse kinematics algorithm was extended with a joint
angle limitation module. To guarantee the joint angles to stay within their
boundaries for every robot configuration, both redundant and non-redundant
ones, we opted to work with an algorithm proposed by Drexler and Harmati
[131]. Through an illustrative example, the optimal parameters for this algo-
rithm are discussed. Furthermore, a joint speed limitation module was im-
plemented to keep the speeds within their specified limits. To highlight the
flexibility and usability of the method, it was used on a set of robots with
significant differences in morphology. For the validation on physical robots,
gestures were calculated for the robots NAO, Pepper and Romeo. All three
robots have different joint configurations, going from over-actuated to under-
actuated arms, different link lengths, and differences in joint angle and speed
limits. The test scenario was designed to combine different types of gestures,
both emotional expressions calculated by the block mode of the method, as
well as pointing and reaching gestures, calculated by the end-effector mode.
The necessary inputs for the method were discussed and joint trajectories were
successfully generated for the three robots.
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7 | Studying design aspects

using a generic gesture

method

Since social robots are meant to interact and communicate with humans in a
natural way, while operating in our daily environment, their design should be
adapted to this. Although many social robots are for that reason more or less
based on the human model, the exact morphology of the robot depends on
its specific application. In this chapter, we discuss how our developed gesture
method, introduced in part I, can be useful in the design of new social robots.
The software was designed to cope with the correspondence problem when gen-
erating gestures for different robot platforms, resulting in a generic framework
that is evaluated at runtime using a small set of morphological information.
As such, gestures can be calculated for a desired robot configuration with a
minimal effort of the programmer. By generating a set of gestures for different
morphologies, the importance of specific joints and their influence on a series of
postures can be studied. The gesture method proves its usefulness in the design
process of social robots by providing an impression of the necessary amount
of complexity needed for a specific task, and giving interesting insights in the
required joint angle range.

This chapter is based on the following publication:

Greet Van de Perre, Hoang-Long Cao, Albert De Beir, Pablo Gómez Este-
ban, Dirk Lefeber, and Bram Vanderborght. Studying design aspects for
social robots using a generic gesture method. International Journal of Social
Robotics, In review.
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7.1 Introduction

The design of social robots is a challenging task. In contrast to classical in-
dustrial robots, which can be considered more as tools, social robots are aimed
at interacting with people in an interpersonal manner [17]. For humans and
robots to be able to work closely together, it is important to ensure a natural,
intuitive interaction. Therefore, social robots need to be able to communicate
using both verbal and nonverbal signs. This, together with the aim of social
robots to be used in our daily lives, implying they need to be adapted to our
environments and tools, typically results in robot designs that are more or less
based on a model of the human body. A number of developed social robots
therefore feature 7 DOF arms, consisting of a 3 DOF shoulder, 1 DOF elbow
and 3 DOF wrist. This is the case for, amongst others, ASIMO (figure 7.1a)
[1], ARMAR-III (figure 7.1b) [134], WABIAN-2 (figure 7.1c) [135] and iCub
(figure 7.1d)[103].

 (a)  (b)  (c)  (d)

Figure 7.1: Visualization of the joint configuration of a number of robots
featuring 7 DOF arms. (a) ASIMO [1]. (b) ARMAR-III [134]. (c) WABIAN-2
[135]. (d) iCub.

When designed for a certain application, some robots may have a different
morphology to optimally fulfil the desired tasks. An interesting arm configu-
ration of 7 DOF is that of the robot Pyrène (figure 7.2a) of the TALOS series,
aimed for applications in industrial settings. To guarantee a maximum ma-
nipulability in the front of the robot, the first shoulder joint is oriented along
the yaw axis, instead of the pitch axis like the previously named robots. An
additional advantage of this placement is the compactness of the robot when
the arms are folded to the front, allowing it to pass narrow sections in its work-
ing space [141]. The robot WE-4RII [61], on the other hand, was developed
to study human-like emotion. Humans feature a scapula joint, allowing us
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(a)                             (b)                                (c� ���

(e)                                               (f� ���                   

Figure 7.2: Visualization of the joint configuration of a number of robots with
different arm morphologies. (a) Pyrène. (b) WE-4RII [136]. (c) Robovie [137].
(d) KHR-3 [138]. (e) NAO [3]. (f) R1 [139]. (g) ARMAR-IV [140].

to shrug or square the shoulders; motions that convey important information
concerning our current internal state. Therefore, next to a 3 DOF shoulder
part, 1 DOF elbow part and 3 DOF wrist part, the robot was designed with
an additional 2 DOF base shoulder part, enabling the robot to create more
human-like emotional expressions (figure 7.2b). Robovie’s [137] design is more
minimalistic. Its applications were mostly focussed on object indication and
route direction-giving, and thus, mostly deictic gestures were aimed to be used.
The robot features 4 DOF arms, consisting of a 3 DOF shoulder part and a 1
DOF elbow (figure 7.2c). Other robots with less articulated arms are KHR-3
[138] and NAO [3]. Both robots feature a 3 DOF shoulder and 1 DOF elbow.
But while NAO’s wrist only consists a roll-joint (figure 7.2d), KHR-3’s wrist
consists of a yaw and pitch joint (figure 7.2e). An important requirement of the
recently developed robot R1 was the possibility of manipulating and carrying
objects. Given the advantages of a parallel mechanism, namely the high pay-
load an structural stiffness, combined with the lightness of the platform, this
solution was used for the wrist actuation. The parallel mechanism consists of a
base, three linear actuators and a platform, allowing for the flexion/extension
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and adduction/abduction of the wrist joint, as wel as a translational motion.
For the shoulder, a traditional collocation of 3 serial joints is used. Together
with the joints provided for the elbow flexion and internal rotation of the fore-
arm, this results in a robotic arm of 8 DOF (figure 7.2f)[139]. Another example
of a robot featuring 8 DOF arms is ARMAR-IV. To achieve more dexterity in
bimanual manipulation, the typical 7 DOF arm was extended with the stern-
oclavicular joint (figure 7.2g) [140].

It is difficult to investigate if the chosen arm morphology is indeed the best
possible solution for the robots discussed above. Existing robots differ from
each other in a large range of aspects; they have, for example, different joint
angle limits, different relative link lengths, a different collocation of joints,
and thus, a different overall outer appearance. Because of the wide range of
differences, it is difficult to isolate the influence of one specific design parameter.
To give insights in the effect of different design aspects on the performance of
specified motions and help in making substantiated trade-off’s in the design
process of new robots, we propose a methodology based on the calculation of
gestures for different morphologies and their visualization on one single virtual
model. In part I of this thesis, we proposed a solution for the correspondence
problem by designing a generic method to generate gestures for social robots.
The framework of the software was constructed using a human base model,
representing the rotational possibilities of a human. Since most humanoid
robots are based on the human body, but in general less actuated, the human
base model comprises the majority of available social robots, and thus, the
software can be used for this set of robots. At runtime, the generic framework
is evaluated using a minimal amount of morphological data, inputted by the
user. As such, gestures can be generated for different morphologies with a
minimal effort of the programmer, which makes the method interesting as a
tool to study the influence of different design aspects of social robots on a set
of predefined behaviors.

7.2 Methodology

When building a new robot, the designers experience a huge amount of design
freedom. The global appearance of the robot will influence the users’ expectan-
cies and acceptance towards the robot. The number of joints, their placement
and their range have a direct influence of the dexterity and manoeuvrability of
the robot. A more articulated robot will have a broader functionality, but will
also result in a higher complexity, and, not unimportant, a higher cost. With
our proposed design methodology, we provide a tool to give insights in different
design aspects, which can help to make substantiated trade-off’s in the design
process.
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Figure 7.3: Virtual model of the Probo character, constructed using the 3DS
MAX Biped.

For social robots designed for a certain application, a set of essential gestures
can be selected. By generating this set of gestures for different configurations
and visualizing them on a single virtual model, the importance of specific joints
and their influence on the performance of the mapped gestures can be inves-
tigated. Different collocations of joints can be tested, and also the influence
of different joint speed and joint angle limits can be studied. The latter can
be interesting for a design using actuators whereof the range is limited. This
is, for example, the case for servomotors, but also for a range of series elastic
actuators (SEA) and variable stiffness actuators (VSA) [142][143][144]. Using
this methodology, an optimal placement of the actuator’s neutral point can be
determined, which can in some cases cancel the need of an additional gearbox.

In what follows, we will illustrate this idea by using the virtual model of the
robot Probo. Probo was designed by the Vrije Universiteit Brussel to study
human-robot interaction with children. The first prototype of the robot focused
on the use of facial expressions for a natural interaction, resulting in a 19 DOF
actuated head [145][59]. Now, in a second iteration, we aim to build a new
version of the robot, extended with actuated arms. More information about
this can be found in the next chapters (chapter 8 and chapter 9).

The virtual model of the robot was constructed in Autodesk 3DS MAX and
rigged as a 3DS MAX Biped (see figure 7.3). The Biped is a standard feature
in this software and represents a customizable skeleton consisting of several
bones, linked together by following the human anatomy.

Different joint configurations can be assigned to the virtual model, by asso-
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ciating the different joints to the available bones of the Biped and specifying
the corresponding rotation axes. For every configuration, different gestures can
then be calculated as follows:

• step 1: calculate the Denavit-Hartenberg parameters of the configura-
tion, specify the joint limits and offer them as input for the method.

• step 2: use the method to calculate a set of desired gestures.

• step 3: the calculated gestures can be visualized by loading the calcu-
lated joint trajectories into the virtual model using 3DS MAX.

Figure 7.4 gives a schematic representation of the workflow of this methodol-
ogy. In what follows, the three main steps of the process are discussed in more
detail.

Step 1

In the first step, the chosen configuration is quantitatively described by identi-
fying the corresponding Denavit-Hartenberg parameters [146]. Table 7.1 illus-
trates this for a randomly chosen 5 DOF arm and 2 DOF head configuration.
The first column visualizes the chosen joint configuration, superposed on the
robot’s virtual model. The different arm joints are grouped into a shoulder,
elbow and wrist block and DH-axes are assigned to the different joints. The
remaining columns list the names of the available joints in the configuration,
together with their corresponding DH-parameters. Next to the DH-parameters,
a set of joint angles and joint speed limits can be specified. The parameters
are stored in text-files and saved in a dedicated directory, from where they are
loaded as inputs by the gesture method at runtime.

Step 2

In the next step, a set of gestures can be calculated. The graphical user interface
of the gesture software allows to easily chose between a number of emotional
expressions, or to specify a desired position for a pointing or grasping gesture.
The method’s output is a series of data files containing the calculated joint
trajectories.

Step 3

The last step consists of visualizing the calculated gestures. This can be done in
Autodesk 3DS MAX by rotating the Biped’s bones according to the calculated
joint angle values. A correct mapping between the chosen joint configuration
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Figure 7.4: Flowchart visualizing the process of the proposed design method-
ology.
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Table 7.1: In a first step, the configuration’s Denavit-Hartenberg (DH) param-
eters are calculated. This tabel shows the DH parameters for a 5 DOF arm and
2 DOF head assigned to the virtual model of the robot Probo. First column:
visualisation of the chosen joint configuration. Second column: list of the avail-
able joints in the configuration (head joints ranked from bottom tot top, arm
joints ranked from right to left). The remaining columns list the corresponding
Denavit-Hartenberg parameters.

Configuration Joint
DH-parameters

α a d θ
(◦) (cm) (cm) (◦)

z0 x0

z1

1z2

z3z4z5
x2x3

x4
x5

x0,h

z0,h

z1,hx1 h

z2,h

x2,h
Head 1 -90 0 0 0
Head 2 0 18.8 0 -90

Sh 1 -90 0 0 0
Sh 2 90 0 0 0
Sh 3 -90 0 17.7 0
Elbow 90 0 0 0
Wrist 1 0 0 24.5 0

and the Biped’s specifications provides the necessary rotation axes. The map-
ping for the joint configuration discussed above is illustrated in table 7.2. The
first column shows the virtual model with the Biped bones and their corre-
sponding reference frames. The second and third columns respectively list the
different joints of the chosen configuration and the available bones in the 3DS
MAX Biped. The last column shows the correct Biped rotation axes that need
to be used in combination with the calculated joint trajectories to visualise the
desired gestures in 3DS MAX.

7.2.1 Effects of joint configuration on a set of emotional

expressions

To illustrate the use of the developed gesture method to study the effects of dif-
ferences in joint configuration, the methodology discussed above was followed
for a series of configurations. Table 7.3 shows a set of results for 7 different
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Table 7.2: For visualizing the gestures, a correct mapping between the chosen
joint configuration and the specifications of the 3DS MAX Biped needs to be
calculated, in order to correctly identify the necessary rotation axes. First
column: reference frames of the Biped’s Bones. Second column: joints of the
chosen configuration. Third column: available bones of the 3DS MAX Biped.
Fourth column: Biped axes corresponding to the joints’ rotation axes.

3DS MAX model Joint
3DS MAX joint linking

Bone rotation axis

x

z

x
z

x
z

x
z

x x x

C
la
vi
cl
eU

pp
er
A
rm

Fo
re
A
rm

H
an
d

x

z

Head

Head 1 Head x
Head 2 Head z

Sh 1 UpperArm x
Sh 2 UpperArm -z
Sh 3 UpperArm x
Elbow ForeArm -z
Wrist 1 Hand x

morphologies, with arm configurations ranging from 9 to 4 DOF. Different emo-
tional expressions were calculated for each of the 7 morphologies, whereof the
end postures are shown in table 7.3. From left to right, the end posture, and
thus the most expressive posture for anger, digust, happiness and sadness is
shown. Configuration 1 consists of a 9 DOF arm, composed of a 2 DOF clavicle,
3 DOF shoulder, 1 DOF elbow and 3 DOF wrist. The head also consists of 3
DOF. For every arm and head block, the maximum amount of joints is present
in this configuration. Therefore, it can be seen as a complete configuration and
thus, the calculated end postures can serve as a reference for comparing the
end postures calculated for other configurations. Next to a different colloca-
tion of the joints, the main difference of configuration 2 is the missing clavicle
block. When observing the end postures, it can be noted that for this virtual
model and the chosen gestures, the influence of the clavicle block is negligi-
ble. The third and fourth column show two configurations with different 2
DOF wrists. The influence of the specific missing joints can be observed from
the small differences in the placement of the hand in the calculated postures.
Evidently, these differences become larger when eliminating more joints, as in
configuration 5 and 6, where only 1 joint is present in the wrist. Configuration
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Table 7.3: End postures for different emotional expressions, calculated for 7 different joint configurations.

Joint configuration Anger Disgust Happiness Sadness

(1)

(2)

(3)
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5 only features the flexion/extension joint in the wrist, while in configuration
6 only the pronation/supination is present. While the end postures calculated
for configuration 6 resemble the reference postures well, those for configura-
tion 5 differ significantly, which demonstrates the importance of the prona-
tion/supination motion for this type of gestures. The last column shows an
arm configuration with only 4 DOF, consisting of a 2 DOF shoulder, 1 DOF
elbow and 1 DOF wrist. By choosing the collocation of the shoulder joints
properly, i.e. by providing an internal rotation, followed by a joint causing
an adduction/abduction motion, the calculated postures resemble the refer-
ence postures relatively well. Only for the emotional expression of disgust, the
placement of the hand significantly differs from that in the reference posture,
however, the intended emotional state can still be recognized. Therefore, this
configuration can be interesting for generating emotional expressions when,
for example, cost or low complexity is highly important. Of course, for other
types of gestures, like accurate pointing gestures or manipulation purposes, this
configuration is less interesting because of the reduced dexterity.

Using the gesture method in this way is mainly interesting for giving insights
in the influence of joints on different gestures. It gives an impression of the
necessary amount of complexity needed for a specified task. For robots intended
to perform a variety of different tasks, not specifically described in advance, a
more complex robot of course gives more freedom regarding the motions to be
performed. But for a robot designed for a specific task or application, such as,
for example, a robot companion for children in the hospital based on emotional
interaction (like the Huggable [147]), or a route direction-giving robot, a careful
consideration of different morphologies can help in finding an optimal design
for a desired degree of complexity, cost and expressibility.

7.2.2 Effects of joint angle limits on a set of emotional

expressions

Another interesting aspect that can be studied is the influence of joint angle
limits. In designs using motors with a limited range, an optimal placement of
the neutral position can diminish the complexity of the design by reducing the
transmission. Table 7.4 and figure 7.5 illustrate the use of the gesture method
for this application, for configuration 6 shown in table 7.3, while considering
the same gestures as above. The first row of table 7.4, set (a), shows the end
postures calculated using a wide joint limit range, namely −180◦ to 180◦ for all
joints, except for the elbow joint, which only goes to 0◦. These joint limits are
represented by dots on the graphs shown in figure 7.5a. Here, the first column
represents the right arm, while the second represents the left. The calculated
joint angles, necessary to reach the desired end posture for the gestures are
visualized in the same graph. From these results, a first constriction of the
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joint angle range can be tested. For the joints in the right arm, the boundaries
are set such that they include the values calculated in the first trial (a), except
for the first shoulder joint. Here, the range is limited from −100◦ to 20◦,
constraining the initial value of 30◦ for the expression of anger and −133◦ for
that of disgust. The new limits, together with the corresponding calculated
joint angles are visualized in the second row of figure 7.5. The effect of the new
constraints can be noted from the difference in placement of the forearm in the
second row of table 7.4. For the left arm, a similar joint range was chosen. For
the 3 DOF shoulder block, this resulted in a different joint angle set to reach a
quasi-identical arm placement. The calculation of the angles for the elbow and
wrist joint was not influenced by the restriction in angle limits.

A second trade-off that can be made is a similar constriction of the third
shoulder joint. By setting the limits from 0◦ to 120◦, instead of to 150◦ as in
trial (b), the calculated values will fall in the range of most servomotors, which
can be a practical advantage. The results for these limits are shown in the third
column of table 7.4, and the corresponding calculated angles are visualized in
figure 7.5c. This second constriction only has an effect on the right arm, since
for the left arm, all calculated angles for trial (b) already fell in this range. For
the right arm, again a difference in placement can be noted for the expressions
of anger and disgust. While a similar restriction can highly simplify the design,
the effect on the predetermined set of gestures is minimal. It can therefore be
interesting to perform similar studies in the design process, in order to predict
and anticipate on the expected joint angle range.

7.3 Conclusion

In this chapter, we proposed the use of the developed gesture method, intro-
duced in part I, as a tool in the design process of social robots. The framework
of the software is constructed very generic, and is only evaluated at runtime
using a minimal set of morphological information specified by the user. There-
fore, gestures can be created for numerous configurations with a minimal effort,
which makes the method interesting for design purposes as well. For robots
designed to achieve predefined tasks, a number of essential gestures can be
nominated in advance. Generating these gestures for different morphologies
can give interesting insights in the necessary design complexity for the desired
task, which can be useful to make a correct trade off in cost, simplicity and per-
formance. An example of the influence of both the collocation of the different
joints, and the joint angle range was illustrated using the model of the robot
Probo. Since also the joint speed limits are a necessary input for the gesture
method, also this influence can be studied. As such, the gesture method can
be a practical tool in the design process of social robots and help in generating
an optimal design regarding cost, complexity and expressibility.
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Table 7.4: To study the effects of the joint angle range, emotional expres-
sions for anger, disgust, happiness and sadness were created for configuration
6 visualized in table 7.3, using different sets of joint angle limits.

Set Anger Disgust Happiness Sadness

(a)

(b)

(c)
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Figure 7.5: Calculated joint angles for the expression of anger, disgust, hap-
piness and sadness for configuration 6 visualized in table 7.3, for different sets
of joint angle limits.
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8 | Design of Elvis; a new

social robot

This chapter discusses the design of Elvis, a new social robot that was devel-
oped in the frame of the Probo-project. This project aims to study cognitive
human-robot interaction and the possibilities of robot assisted therapy (RAT),
with a special focus on children. The initial version of the robot consists of
an actuated head with 19 DOF, and uses facial expression in combination
with speech to establish an intuitive communication with the user. Probo was
used as facilitator in several robot assisted therapies for children diagnosed
with autism spectrum disorder (ASD). The new prototype of the robot, named
Elvis, is designed based on the experiences and conclusions drawn from these
experiments. The main novelty in this development stage is the implemen-
tation of actuated arms. To achieve an optimal morphology for the targeted
applications of the probo-project, an a priori study using the developed generic
gesture method was performed on both the joint configuration and the joint
range. This resulted in three interesting configurations that were investigated
in more detail and finally, physically developed.

This chapter is based on the following publications:

Greet Van de Perre, Hoang-Long Cao, Albert De Beir, Pablo Gómez Esteban,
Dirk Lefeber, and Bram Vanderborght. Development of Elvis, a new social
robot for affective and functional gesturing. IEEE Robotics and Automation
letters, In review.

Greet Van de Perre, Hoang-Long Cao, Albert De Beir, Pablo Gómez Esteban,
Dirk Lefeber, and Bram Vanderborght. Designing the social robot Elvis: how
to select an optimal joint configuration for effective gesturing. International
Journal of Robotics Research, In review.
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8.1 The Probo-project

Probo is a huggable social robot, developed to study cognitive human-robot
interaction with children. The project initially focused on hospitalized chil-
dren; since a stay in the hospital can be a frightening experience for children,
the robot Probo would be their robotic friend, and could comfort and inform
them about their stay in the hospital, possible interventions and the use of
medication.

The first prototype of the robot was released in 2009. To avoid users from
having specific expectations towards the behavior of the robot, Probo was de-
signed as an imaginary animal, based on the ancient mammoths. Because of
the trunk, it is very recognizable and distinct from other social robots. Human
social cues and communication skills are used to guarantee an intuitive commu-
nication and natural interaction between a child and the robot, whereby for the
first prototype, the focus was laid on the use of facial expressions as non-verbal
communication modality. The robot has an actuated head consisting of 19
DOF, including movable eyes, eyelids, eyebrows and ears and a movable neck,
trunk and mouth. Since the robot was designed to work in close interaction
with children, special attention was paid to the huggable and safe nature of the
robot. Compliant actuators are used for all driven joints, in combination with
the use of soft and flexible materials [148][145]. The complete mechanical sys-
tem is covered with a fabric jacket to provide a soft and huggable appearance.
Figure 8.1a shows the uncovered head of the robot, while figure 8.1b shows the
covered prototype in interaction with a child.

(a)                                                (b)

Figure 8.1: The social robot Probo. (a) Uncovered prototype. (b) Probo in
interaction with a child.
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To control the robot, a software architecture consisting of several subsystems,
including a perceptual, emotional and motor system, was developed. The gen-
erated facial expressions were validated through several recognition tests [59].
Figure 8.2 visualizes the facial expressions for the basic emotions happiness,
surprise, sadness, anger, fear and disgust.

(a)                                                 (b)                                                  (c)

(d)                                                 (e)                                                  (f)

Figure 8.2: The 6 basic emotions, expressed by the robot Probo. (a) Happiness.
(b) Surprise. (c) Sadness. (d) Anger. (e) Fear. (f) Disgust.

After the development, the research team had the opportunity to evaluate the
robot’s use in RAT for children with autism spectrum disorder, which resulted
in a switch from hospitalized children as main target group towards this pop-
ulation. In a first study, the effectiveness of employing Probo as facilitator in
an existing intervention, called Social Story telling, was investigated [149][150].
In addition, the team investigated whether the robot can be useful in teaching
children with ASD to identify situation-based emotions [151]. In a later stage,
two interaction studies investigated if children with ASD behave differently
when interacting with a robot or human during a play task, by analysing the
performance of the task, the frequency of certain social and asocial behaviors
and the children’s ability to elicit interaction with an accompanying adult and
collaborative behavior [29][30].

By performing these experiments and observing the interactions of children
with Probo, several aspects that could improve the robot and its applicability
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for RAT could be noted;

• The robot’s big trunk covers a large portion of the mouth. Since children
with ASD mostly focus on the mouth to read facial expressions, this
was sometimes perceived as disturbing. Therefore, a smaller trunk would
benefit the recognizability of the displayed emotions.

• When the touch screen in the belly was used, the child’s attention was
completely focused towards it, while the robot’s face was practically ig-
nored. This entails that the robot is not any more considered as an
embodied agent, but rather as a standard screen.

• The variety of therapies that could be investigated would significantly
increase if the robot would be equipped with actuated arms. Examples
are interventions stimulating joint attention and imitation games. Of
course, the use of gestures would increase the aliveness of the robot in a
large extent, and benefit the interaction in all respects.

• The fact that it is positioned upright can raise the expectation that the
robot can walk. Therefore, a possible improvement can be to make the
robot sit.

8.2 Elvis

Based on these considerations, a new version of the robot was developed. Since
the outer appearance of the robot significantly changed from the initial Probo
character, we decided to change the name as well and called the new developed
robot Elvis. Regarding its identity, Elvis can be seen as Probo’s little brother.
In this development stage, we mainly focused on the design of the actuated
arm system. The head of the robot only contains a neck module of 3 DOF,
designed by colleague Albert De Beir. In a later stage, the arm system will be
combined with a complete re-design of the head, resulting in a fully actuated
system.

8.3 Joint configurations

To select a suitable joint configuration for the arms to be designed, the de-
veloped gesture method, discussed in part I, was used to study the effect of
several morphologies on a set of gestures. Since the robot is aimed to interact
with children on an emotional level, the ability of expressing affective states is
a first important constraint. Therefore, the gesture study was performed by
evaluating the performance of a set of emotional expressions for 7 different arm
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configurations. The end postures of the calculated gestures were discussed in
the previous chapter (chapter 7) and listed in table 7.3. To ease the discussion
below, the list was repeated as table 8.1 in this chapter. Three joint configu-
rations appeared to be interesting to consider in more detail. Configuration 6
proved to have a good performance of the calculated gestures, for a relatively
low complex arm chain of 5 DOF. Configuration 5 only differs from configura-
tion 6 by the replacement of the joint responsible for pronation/supination of
the forearm by one generating a flexion/extension motion. This configuration
appeared to be less interesting to generate the emotional expressions of anger,
disgust and sadness. However, for other types of gestures, such as a number
of emblems, the flexion and extension of the wrist is important to realize the
gesture. Examples are the hand movement for stop, or clapping the hands.
By choosing the initial placement of the wrist differently, it can become an
interesting morphology for generating emotional expressions too. Finally, con-
figuration 7 also gave a reasonable performance versus complexity ratio. For
a configuration of only 4 DOF, consisting of a 2 DOF shoulder, 1 DOF elbow
and 1 DOF wrist, recognizable gestures could be generated.

To be able to study all three joint configuration physically, the arm system was
designed semi-modular, allowing several joint modules to be switched to result
in the different morphologies. The realisation of the three joint configurations
are denoted, respectively, as Elvis-Ca, Elvis-Cb and Elvis-Cc.

8.3.1 Elvis-Ca

Figure 8.3a shows the joint configuration of the arm used for Elvis-Ca, super-
posed on the virtual model of the original version of Probo. The configuration
consists of a 3 DOF shoulder block, 1 DOF elbow and 1 DOF wrist, containing
the joint responsible for the pronation/supination of the forearm. This specific
collocation of joints equals that of the robot NAO. As for most available servos,
the range of the used motors is limited to 120◦. By studying the joint trajec-
tories of the generated gestures, an optimal placement of the neutral position
of the motor can be achieved. In the previous chapter, more specific in section
7.2.2, the developed gesture method was used to study the influence of different
sets of joint angle limits on the calculated end posture for a series of emotional
expressions. For every joint, it was possible to select an optimal neutral posi-
tion of the motors, resulting in a good performance of the calculated gestures
when only using a joint range of 120◦. As such, no additional transmission is
needed to increase the joint range.

8.3.2 Elvis-Cb

Elvis-Cb is based on joint configuration 5 of the gesture study. The resulting
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Table 8.1: End postures for different emotional expressions, calculated for 7 different joint configurations. (Iterated
from table 7.3.)
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(a) Elvis-C

(b) Elvis

(c) Elvis-

Figure 8.3: Joint configuration of the arm used for (a) Elvis-Ca, (b) Elvis-Cb,
(c) Elvis-Cc.

end postures of the calculated emotional expressions, listed in table 8.1, sug-
gest that the missing joint responsible for the pronation and supination of the
forearm, is important for a good performance of the gestures. For a number of
other gestures, however, the flexion and extension of the wrist is a necessary
motion to naturally execute the arm movements. Therefore, it is worthwhile
to take a deeper look into this joint configuration. For the results visualized in
table 8.1, the joint configuration was linked to the virtual model when standing
in T-pose, the hand palm facing out. By altering the hand orientation of the
robot’s model after coupling it to the configuration, a different robot appear-
ance, and therefore, different end postures can be reached. Table 8.2 visualizes
this for 5 different angles. In the first column, the model is placed in T-pose,
while the other columns visualize the calculated end postures for, again, the
emotional expression of anger, disgust, happiness and sadness. The first row
shows the morphology used in the previous chapter; the model is placed in
T-pose with the palm facing out. In the second column, a pronation of 30◦ is
imposed on the right and left forearm of the virtual model after coupling it to
the joint configuration. Therefore, there is a constant deviation of the hands’
orientation with respect to the first row. The remaining rows similarly feature
morphologies whereby the hand is rotated around the forearm’s midline, with
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Table 8.2: By altering the hand orientation of the robot’s model after coupling
it to the configuration of Elvis-Cb, a different robot appearance, and therefore,
different end postures can be reached.

Hand ori Anger Disgust Happiness Sadness
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an angle of, respectively, 45◦, 60◦ and 90◦. The calculated end postures show
that a pronation of 60◦ with respect to the original T-pose is a good option for
the chosen emotional expressions. In addition, positioning the hand according
to this angle allows a good performance of a number of emblem gestures, such
as the stop-gesture, and clapping the hands (figure 8.4). Figure 8.3b visualizes
this specific configuration, used for Elvis-Cb, superposed on the virtual model
of Probo.

  (b)

Figure 8.4: Positioning the hand according to a pronation of 60◦ with respect
to the original T-pose after coupling the configuration Elvis-Cb to the virtual
model, allows a good performance of a number of emblem gestures, such as (a)
the stop-gesture, and (b) clapping the hands.

Since in the block mode of the gesture method, the joint angles are calculated
separately for each block, and this joint configuration only differs from configu-
ration Elvis-Ca by a different wrist, the necessary joint angle range to calculate
the aforementioned emotional expressions corresponds to the one designated to
the previous configuration, except for the wrist joint. Figure 8.5 visualizes the
necessary joint angles to reach the end postures of the calculated emotional
expressions. In section 7.2.2, a suitable neutral position for the shoulder and
elbow servos could be found, ensuring a proper performance of the calculated
gestures for a joint angle range of 120◦. Observing figure 8.5 learns that for the
wrist joint, for both the left and right arm, the calculated joint angles lie in a
range of 120◦. By choosing the maximum position of the right wrist’s servo at
35◦ with respect to the T-pose, and the minimum at −85◦, the gestures can
be calculated without approximations or the need of additional transmission
ratios.
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Figure 8.5: Calculated joint angles for the expression of anger, disgust, hap-
piness and fear, together with the chosen joint angle limits, indicating the
maximum and minimum reachable position of the servos.

8.3.3 Elvis-Cc

The last morphology, Elvis-Cc is based on configuration 7 of Table 8.1 and
features an arm configuration consisting of only 4 DOF (figure 8.3c). In the
state of the art, social robots predominantly feature shoulder modules with 3
DOF, which makes this specific configuration with a 2 DOF shoulder a unique
test case. The gesture study performed in the previous chapter resulted in a
reasonable performance of the postures, and therefore, this morphology can be
interesting to realize in physical form.

8.4 Design principles

In contrast to the original version of Probo, which uses relatively expensive
Maxon motors and custom made aluminium parts, Elvis was designed using
low cost techniques. Firstly, for the actuation, only widely available servo
motors were used. To achieve a compliant behavior, the use of servo savers
was investigated. Servo savers are used in radio controlled (RC) cars to protect
the motors in case of a collision. They are small elements that are placed
between the driving servo and the output link and contain a spring intended to
absorb a possible impact. Secondly, the arm system is, except for the bearings,
completely 3D printed in Polyamide (PA). Next to the cost-related benefits
of this technique, compared to the milling and turning of metal parts, the
use of a plastic as main working material contributes to a lightweight design.
Additionally, to keep the structure light, the shaping of the arm is achieved by
the structural parts itself, instead of providing a structural framework that is
covered by shields to shape the final look.

In what follows, the different joint modules are discussed in detail.
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8.5 Design of the different modules

8.5.1 Shoulder

The complete shoulder, shown in figure 8.6, consists of three joints, whereof
the first and third are twisting joints. The arm is connected to an aluminium
frame by a casing that holds the bearings for the first twisting joint. The
joint is actuated by a servo attached at the bottom of the casing, by means
of a belt (figure 8.7a). The servo for the second joint, responsible for the
flexion/extension and abduction/adduction motion, is located inside the casing,
and positioned between the two bearings supporting the twisting motion. Again
a belt is used to connect the servo and the output link (figure 8.7b). While
the mechanics of the first two joints are merged to a certain extent, the last
joint of the shoulder is realized as a separate module. As such, if desired, it
can be replaced by a rigid structure to realize the configuration of Elvis-Cc.
The module houses the servo, that directly drives the internal rotation of the
upper arm, together with the bearing supporting this motion (figure 8.7c). The
specifications of the used servos, together with those of the other modules are
listed in table 8.3.

Figure 8.6: Complete shoulder of Elvis, consisting of three joints.

8.5.2 Elbow

The elbow module connects the output of the third shoulder joint to the robot’s
forearm. As for all other non-twisting joints, the output link is actuated by
the servo using a belt. Figure 8.8a shows how the servo and the drive shaft are
positioned in the design, while figure 8.8b shows the shielded module.
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(a)

(b)

(c)

Figure 8.7: Shoulder design of Elvis; internal mechanics. (a) Shoulder 1:
twisting joint. (b) Shoulder 2: flexion/extension and abduction/adduction
motion. (c) Shoulder 3: internal rotation of upper arm.

(a)                                                                    (b)

Figure 8.8: Elbow design of Elvis. (a) Internal mechanics, (b) Shielded.
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Table 8.3: Specifications of the servos used in Elvis.

Joint module joint Servo name Nom. torque Nom. speed
Ncm s/60 ◦

Shoulder
1 BMS-L530MG 243 0.12
2 BMS-L530MG 243 0.12
3 BMS-630MG 146 0.15

Elbow BMS-630MG 146 0.15

Wrist
BAU 13 BMS-630MG 146 0.15
BAU 14 BMS-380MAX 46 0.14

Fingers BMS-380MAX 46 0.14

8.5.3 Wrist

As mentioned before, two different wrist modules were developed for Elvis.
Elvis-Cb features the joint corresponding to BAU 14; the flexion and extension
of the wrist. A drive shaft joins the hand module with the structure of the
forearm, and is connected to the driving servo, situated in the lower part of
the forearm, by means of a strong wire. The servos providing the motion of
the fingers (see section 8.5.4) are located in the top part of the forearm (figure
8.9a).

The joint corresponding to BAU 13, the pronation and supination of the
forearm is used in Elvis-Ca and Elvis-Cc. This module is interchangeable with
the previous one, and uses a rectangular shaped rod to rigidly connect both
parts instead of a drive shaft. The joint, situated in the middle of the forearm,
is directly driven by the servo motor. The lower part is in this case used to host
the finger-servos. Figure 8.9b shows the printed forearm featuring this joint.

8.5.4 Hand module

The design of the hand is based on the appearance as it is commonly used in
cartoons; consisting of a thumb and 3 fingers. To allow the robot to accurately
point towards a certain direction, the index finger is actuated separately. This
is especially useful in, amongst others, therapies involving joint attention. In
contrast, NAO’s fingers are actuated as a whole, which makes it more difficult
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(a)

(b)

Figure 8.9: Forearm design of Elvis. (a) Forearm containing BAU 14, used for
Elvis-Cb. (b) Forearm containing BAU 13, used for Elvis-Ca.

(a)                                                                      (b)

Figure 8.10: Hand design of Elvis. (a) Back of the hand, unshielded. (b) Hand
palm.
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to accurately point to a certain position. The thumb is actuated separately as
well, which makes it possible to use, for example, the emblem thumbs up. The
remaining two fingers are actuated together. The fingers are tendon driven; thin
wires, originating from the fingertips are guided through the wrist, allowing to
position the servos in the forearm. Figure 8.10 shows the hand module of Elvis.

8.6 Elvis’s new look

The two arms, consisting of the different modules discussed above, were 3D
printed and mounted on an aluminium frame, together with the neck mod-
ule provided by colleague Albert De Beir. To obtain a characteristic huggable
Probo-look, a special jacket from fabric was designed to cover the complete
mechanical system. A soft, brown faux-fur was chosen, in combination with
a blue fleece fabric for details in the ears, paws and trunk. This color combi-
nation contributes to the imaginary aspect of the character. As suggested by
the experiences with the original version of Probo, Elvis was put in a sitting
position, the touch screen was omitted and the trunk was shortened. To give
the robot a more gentle and cute appearance, the head and abdomen were
rounded, resulting in a chubby creature. Additionally, the shape and size of
the ears were altered to the resemblance of elephant ears. The result is shown
in figure 8.11.

8.7 Conclusions

In this chapter, the development of the social robot Elvis was discussed. The
robot was designed within the frame of the Probo-project, which aims to study
human-robot interaction with children and the possibilities of a natural com-
munication using human verbal and non-verbal communication skills. Elvis
was designed, based on the findings and conclusions drawn from several exper-
iments with the robot Probo. Where the initial version of Probo focused on
the use of facial expressions as non-verbal communication modality, Elvis was
equipped with actuated arms to enable the use of gestures and body language.
To guarantee an optimal morphology for the aimed purposes of the robot, the
developed gesture software was used to perform an a-priori joint study. Be-
cause the expression of affective states is of major importance in this project,
a selection of possible configurations was made by studying the performance of
a set of emotional expressions for different morphologies using the developed
gesture method. Three different configurations were selected to be studied in
more detail, and later physically realised. The robot is designed semi-modular,
allowing certain modules to be switched in order to obtain the three different
morphologies. The design of the different modules was discussed, whereafter
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Figure 8.11: The social robot Elvis. Left: non-covered prototype, featuring
configuration Elvis-Ca. Right: covered prototype.

the complete assembled prototype was presented. The next chapter focusses
on generating gestures for the robot Elvis.
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9 | Generating motions for

Elvis

The previous chapter described how three different configurations where se-
lected and physically realised for Elvis. Using the developed software discussed
in part I of this thesis, gestures were generated for a series of morphologies,
whereby the effect of different joint collocations was investigated. To obtain an
optimal design, the joint range and the exact positioning of the servomotors
was studied as well. By designing the arm system semi-modular, specific joint
modules can be switched to result in the three different joint configurations.
As a final step, this chapter presents a number of gestures generated for the
three Elvis variants. The emotional expressions, used in the aforementioned
gesture study, as well as a set of additional gestures, were generated by both
the uncovered and the covered robot, and discussed in detail.

This chapter is based on the following publications:

Greet Van de Perre, Hoang-Long Cao, Albert De Beir, Pablo Gómez Esteban,
Dirk Lefeber, and Bram Vanderborght. Development of Elvis, a new social
robot for affective and functional gesturing. IEEE Robotics and Automation
letters, In review.

Greet Van de Perre, Hoang-Long Cao, Albert De Beir, Pablo Gómez Esteban,
Dirk Lefeber, and Bram Vanderborght. Designing the social robot Elvis: how
to select an optimal joint configuration for effective gesturing. International
Journal of Robotics Research, In review.
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9.1 Controling the robot

The 19 servomotors located in the arms and head are driven by an Arduino
and two Adafruit 16-Channel 12-bit PWM/Servo Driver boards. The necessary
software to control the robot’s motion was provided by colleague Hoang-Long
Cao and is schematically represented in figure 9.1. The system uses Naoqi,
developed by Softbank Robotics, as a middleware to enable software to com-
municate with a virtual robot model, regarding motion, speech and sensors.
The behavior of the virtual model is mapped with that of the physical robot
through a bridge using a serial communication with the Arduino. As such, the
robot can be controlled using software developed in Choreographe (Softbank
Robotics) or other SDKs. For all three Elvis configurations, a set of gestures
was calculated using the developed gesture method. The resulting joint trajec-
tories were loaded in Choreographe, from where they, through the middleware,
could be sent to the robot as animations. Additional gestures could be created
using Choreographe’s timeline, by manually putting the different joints of the
virtual model in the desired position.

SOFTWARE ROBOT
MIDDDLEWARE

Figure 9.1: Schematic representation of the different software units used to
control the robot.

9.2 Results

9.2.1 Uncovered model

Table 9.1 lists the end posture for a number of emotional expressions, gener-
ated by the uncovered model of the three different robot configurations Elvis-
Ca, Elvis-Cb and Elvis-Cc. The video’s of the gestures were grouped on the
Probo-website1. For this initial validation, the elastic elements connected to
the servos, the servo savers, were removed to eliminate any possible influences
of the gravity and inertia on the performance of the gestures. The results are
in line with the expectations raised by the gesture tests using the virtual model

1http://probo.vub.ac.be/GestureMethod/Elvis.htm

136



CHAPTER 9. GENERATING MOTIONS FOR ELVIS

of the initial Probo, discussed in the previous chapter (see table 8.1 and 8.2).
Because Elvis-Cb misses the joint responsible for the internal rotation of the
forearm, a difference in arm placement can be noted for this configuration. In
the previous chapter, an optimal value for the constant hand deviation with
respect to the original T-pose was determined, resulting in a pronation of 60◦

as optimal results. As predicted by the tests with the virtual model, the results
in table 9.1 confirm that for the neutral pose and the emotional expression for
sadness, only a slightly difference in hand placement can be noted, while the
effect is the largest for the performance of happiness. Regarding Elvis-Cc, the
effect of the 2 DOF shoulder module mostly manifests itself in the emotional
expression of disgust and anger.

A number of other gestures are listed in table 9.2, including the T-pose and
a pointing gesture, calculated by the gesture method as well. In addition, the
table includes the stop gesture, waving, and the emblem thumbs up. These
gestures were generated by manually steering the different joints in the desired
position to reach a suitable posture. For the T-pose, the resulting posture is
different for all three configurations. Configuration b has a constant inward
medial rotation of the forearm, resulting in an altered T-pose. Because of the
different joint configuration, the placement of the shoulder for Elvis-Cc dif-
fers from that of the other configurations. Large differences in posture can be
noted for the stop-gesture. Both the Elvis-Ca and Elvis-Cc configuration lack
the joint responsible for the flexion/extension of the wrist, which makes it dif-
ficult to create a recognizable posture for this gesture. The resulting postures
show great similarities with the hello-gesture. For Elvis-Cb, the wrist allows to
approximate the characteristic stop-gesture, with outstretched arm and bended
wrist, the hand palm facing out. For the hello and thumbs up gesture, a suit-
able posture could be achieved for all configurations, however, for the latter,
the range of possibilities to position the thumb upwards with a natural arm
position was limited for Elvis-Cb, because of the missing rotational joint in the
wrist. On the other hand, this was the only configuration for which a clapping
motion could be generated. Pointing/placing motions could be generated for
all configurations, but because of the lower articulated configuration, Elvis-Cc
typically resulted in less natural configurations. Regarding the importance of
the wrist, the flexion/extension motion in Elvis-Cb does not significantly con-
tributes to the pointing capabilities of the robot, while the internal rotation
of the forearm enables the hand to be well positioned for a potential grasping
motion.

9.2.2 Covered model

The same gestures were created for the covered robot. The emotional expres-
sions are listed in table 9.3, while the other gestures can be found in table 9.4.
For the internal rotations, the fur was created as two separate pieces to guaran-
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Table 9.1: Set of emotional expressions, generated by the uncovered prototype
Elvis-Ca, Elvis-Cb and Elvis-Cc. The first column visualizes the robot’s arm
configuration.

Elvis-Ca Elvis-Cb Elvis-Cc

C
o
n
fi
g

N
eu

tr
a
l

H
a
p
p
in

es
s

S
a
d
n
es

s
D

is
g
u
st

A
n
g
er

138



CHAPTER 9. GENERATING MOTIONS FOR ELVIS

Table 9.2: Set of additional gestures, generated by the uncovered prototype
Elvis-Ca, Elvis-Cb and Elvis-Cc. The first column visualizes the robot’s arm
configuration.
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Table 9.3: Set of emotional expressions, generated by the covered prototype
Elvis-Ca, Elvis-Cb and Elvis-Cc. The first column visualizes the robot’s arm
configuration.
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Table 9.4: Set of additional gestures, generated by the covered prototype Elvis-
Ca, Elvis-Cb and Elvis-Cc. The first column visualizes the robot’s arm config-
uration.
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tee an optimal freedom of movement. For the elbow and middle shoulder joint,
however, the fur consists of one single piece. Especially for the elbow joint, the
tight cover resulted in a restriction of the motion and obstructed the servo to
reach large angles. Instead of a joint range of 120◦ as for the uncovered model,
only an angle of 90◦ could be reached. Higher angles could not be realised by
the servo and resulted in a extreme heating of the motor because of the high
currents. In general, the thick cover impedes the heat regulation of the robot,
with the danger of overheating the servos.

The consequences of the diminished joint angle range for the elbow are clearly
visible in the expression of anger and disgust (table 9.3), as well as in the thumbs
up gesture for Elvis-Cb (table 9.4). The other gestures could be successfully
generated by the covered robot. The fur masks a large portion of the differences
in posture generated by the three different configurations. The neutral and
sad postures are quasi identical for all three versions. The difference in hand
position for the happiness gesture performed by Elvis-Cb, clearly visible for the
uncovered model in table 9.1, is less notable for the covered model. Likewise,
the differences in arm placement for emotional expressions for disgust and anger
are less prominent. Also, the differences in shoulder placement for Elvis-Ca and
Elvis-Cc are concealed by the fur, resulting in almost identical postures.

9.3 Conclusions

In this chapter, a number of results for the three Elvis configurations were listed.
As a first set of gestures, a series of emotional expressions was calculated using
the developed gesture method. For the uncovered robot, the variations in pos-
ture resulting from the differences in joint configurations agreed with what was
expected from the precedent gesture study, discussed in chapter 8. A number
of additional gestures were created by manually steering the joints in a desired
position to reach an optimal posture. For a certain set of gestures, including
the stop gesture and clapping, the presence of BAU 14 in Elvis-Cb contributed
to the performance of the gesture. BAU 13, on the other hand, allows to ori-
entate the hand independently of the placement of the elbow, which can, in
specific, be interesting for grasping movements. For the covered robot, some
issues were encountered. Whereas there is no problem for the uncovered model,
the fur impedes the heat transfer of the servos, causing them to heat up sig-
nificantly. Furthermore, the tight cover around the elbow joint obstructed the
motion in a certain degree, resulting in a reduced joint angle range. For the
generated emotional expressions, this mainly resulted in a lower performance
of the expressions of anger and disgust. In general, the cover masks some of the
variances in arm placement resulting from the differences in joint configuration.
The configuration of Elvis-Cc, featuring only 4 DOF in each arm, performs sur-
prisingly well for the tested gestures. Only for pointing and reaching gestures,
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this morphology is less interesting because of the reduced dexterity, often lead-
ing to less natural postures. In the scope of the Probo-project, we believe that
Elvis-Cb could be the optimal configuration, seen its performance of the tested
emotional expressions, and the possibility of successfully generating additional
gestures, such as clapping and the emblem high five, while keeping the design
relatively low-complex with a total of 8 servos per arm.
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The way we communicate with technology is changing; from the use of a key-
board or touch screen, designers now aim to focus more on human-centered
designs. Instead of asking the user to adapt its communication skills to the
possibilities of the technological object, a more natural interaction is aimed
for. Especially for robots that are aimed to operate in our daily lives, in our
houses and workspaces, assisting us in a wide range of applications and, most
importantly, collaborating with us in close interaction, it is crucial to guaran-
tee intuitive communication possibilities. Therefore, social robots are designed
with features supporting human communication skills and social cues. Several
robots, capable of using speech, facial expressions or gestures have been devel-
oped. Different robots can feature different morphologies, and here, the corre-
spondence problem comes into the picture. Traditional methods of implement-
ing gestures use the robot’s morphology to specify the motion patterns. Often,
gestures are preprogrammed off-line for the specified configuration, stored in
a database and replayed during interaction. Human video recordings or pho-
tographs can serve as a reference to create human-like postures, or the pup-
peteering technique can be used, whereby the physical robot is manually put
in the desired position. Another commonly used technique to create motion
patterns is by mapping motion capture data to the robot. Because the ges-
tures are specified for a certain robot, the motion patterns cannot be used for
other robots, which makes it difficult to share gestures, and more general, share
control architectures in which gestures and motions are used. The aim of this
thesis was therefore, to investigate how gestures can be generated in a generic
way for different morphologies, to develop a software for this objective, and
validate its different aspects.

147



PART IV. CONCLUSIONS

10.1 A generic gesture method for social robots

10.1.1 Development of the gesture method

Seen their importance in both human-human and human-robot interaction, de-
ictic gestures and emotional expressions were selected as focus group. While
emotional expressions are explicit, full body actions representing an internal af-
fective state and crucial features for creating socially accepted and fluent robot
interactions, deictic gestures are, as pointing gestures, the most common type
of illustrator gesture. To successfully generate deictic gestures, a correct posi-
tioning of the end-effector is crucial. However, to convey emotional expressions,
the relative placement of the arm links, and therefore, the overall placement
of the arm is important. To allow the gesture software to calculate both types
of gestures, two working modes were developed; the end-effector mode for the
first type of gestures, the block mode for the latter.

To ensure the generic aspect of the method, the framework of the software was
constructed using a human base model, representing the rotational possibilities
of a human. Since most social robots are built to the resemblance of a human,
however less actuated, this base model comprises most of the available social
robots. By evaluating the framework at runtime, using a limited set of param-
eters specifying the robot’s configuration, inputted by the user, the software is
therefore usable for the aforementioned set of robots.

A central feature of the method is a closed loop inverse kinematics algorithm
that calculates the necessary joint angles for a selected gesture and robot con-
figuration. The correct constraints to achieve the gesture are calculated and
imposed by the corresponding working mode. To generate human-like postures
in the end-effector mode, the available null-space motion is used to guide the
joint angles to a predefined set of minimum posture angles, while generating af-
fective deictic gestures is achieved by coupling these angles to the valence value
of the current emotional state. As such, the openness of the posture is used as
a first modification parameter to convey emotional content through an initially
neutral behavior. Additionally, the speed at which the gesture is executed was
coupled to both the valence and arousal value of the current affective state.

To verify whether a desired end-effector position is located in the robot’s reach,
a methodology to calculate an approximate workspace was implemented. By
providing a mode mixer, the two developed working modes can be combined
together to generate blended deictic gestures and emotional expressions. To
guarantee a good performance of the gestures by physical robots, the inverse
kinematics algorithm was equipped with a joint angle constraining feature, as
well as a joint speed limitation.
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10.1.2 Validation of the developed software

The different aspects of the method were validated on several robot models.
The block mode proved to successfully generate emotional expressions for dif-
ferent configurations. For this validation, the morphologies of, amongst others,
a fully actuated human model and the robots ASIMO, NAO and Justin were
used. An online survey showed that the mapped gesture well resemble the
target gestures.

In the end-effector mode, the implemented inverse kinematics algorithm was
successfully extended with a cost function, responsible to guide the configura-
tion into a natural or affective posture. Both grasping and pointing gestures
could be generated for a series of configurations, and the effect of the modula-
tion parameters clearly resulted into readable emotional states.

The implementation of the mode mixer and priority levels allowed to mix
different types of gestures, to generate blended gestures. This feature was,
similarly as for the aforementioned modalities, validated using the virtual model
of different robots, including ASIMO, NAO and Justin.

The implemented joint limitation algorithm was tuned to guarantee optimal
results for our software, and allowed to validate the complete developed gesture
method on the physical model of several robots. The different possibilities of
the method were assembled into one validation, by a scenario whereby the
robot tells a little story, while using different types of gestures calculated by
the method. The story was performed by NAO, Pepper and Romeo.

10.1.3 Limitations and possible improvements of the method

Because of the highly generic aspect of the method, a large number of variables
and variable structures are passed through the different functions of the soft-
ware. This makes the method computationally very heavy, and too slow to be
used in realtime calculations.

The developed gesture method is presented in this thesis as a separate soft-
ware module, that allows the calculation of joint trajectories for gestures chosen
from a graphical user interface. In theory, the software could be incorporated
in a cognitive behavior controller, whereby the gestures are initiated as a result
to external and internal stimuli. However, because of the high computational
workload it is not straightforward to integrally integrate it into such an ar-
chitecture. The EU-project DREAM, whereof the Robotics and Multibody
Mechanics Research Group is a partner, aims to develop a complete platform-
independent cognitive architecture for robots used in therapies [36]. To ensure
the generic aspect of the architecture, the behavior generation system selects
abstract behaviors, based on the user’s profile, interaction events and behav-
ior databases. To realize the triggered gestures, while avoiding the system to
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become computationally expensive, the abstract behaviors are mapped to the
chosen robot configuration by using stored joint trajectories that were gener-
ated a priori by the generic gesture method.

The gesture database, containing the key postures and time constraints of the
emotional expressions, is currently limited to 5 basic emotions, used to evaluate
the possibilities of the method. Emotional expressions corresponding to other
affective states can be easily added to the library. Since humans use several
postures and gestures to express one single affective state, different emotional
expressions corresponding to one emotion can be incorporated as well, to al-
low for some variance of the gestures, contributing to a natural human-robot
interaction. Finally, also other types of gestures can be calculated by the block
mode. Since in the block mode, the orientation of the end-effector of all avail-
able blocks is imposed, all gestures whereby the overall pose of the arms and
upper-body is important, can be calculated. Possible examples are the emblem
for waving, gestures used in imitation games or dance motions.

The algorithm to search an optimal end-effector pose in the pointing condi-
tion of the end-effector mode could be improved. Since for a desired pointing
position, multiple combinations of end-effector position and orientation are
possible, the optimal combination is selected by a cost function, trying to min-
imize the deviation between the joint angles and a set of predefined minimum
posture angles. To find the possible end-effector poses meeting the pointing
constraint, the last link of the arm chain is gradually virtually extended, and
the desired pointing position is imposed on the virtual end-effector. For every
virtual extension, the necessary joint angles to reach the most natural pose can
be calculated by the inverse kinematics algorithm by using the DH-parameters
for the extended configuration, in the same manner as when joint angles are
calculated for the normal configuration in a place-at condition. However, for
the normal configuration, an approximate workspace is calculated and used to
examine if a desired end-effector position is in reach of the robot. Calculating a
similar workspace for each virtual, extended configuration would decrease the
calculation speed significantly. Therefore, in the current version of the software,
the necessary joint angles for the virtual configuration are calculated, where-
after they are imposed on the real configuration. The corresponding position
of the real end-effector, calculated using direct kinematics, is then verified to
lay in the robot’s workspace. If this is not the case, the current solution is
rejected, and the search of the most natural pose for the next virtual extension
is started. At the end, the cost function selects the optimal solution from the
resulting collection of postures. However, when a large number of calculated
solutions are located outside the workspace, the resulting configurations in the
collection to chose an optimal result can become scarce or even non-existing. A
beneficial adjustment would be that, if a solution is not in reach of the robot,
a new iteration is started with the same extension parameters, to look for the
second best natural posture for this condition.
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To generate affective gestures, the method uses the posture’s openness and
the motion speed as modification parameters to modulate an initially neutral
behavior. To increase the recognizability of the conveyed state of affect, the
effect of additional parameters, such as the fluidity and repetition of the motion,
could be investigated.

In this stage, the use of the fingers is not implemented in the gesture software.
Only in the pointing condition, the length of the index finger is used to position
the end-effector at the fingertip, while in the place-at condition, the end-effector
is located in the center of the hand palm. Incorporating the joints of the
fingers into the human base model, and consequently into the framework of the
method, would permit the software to calculate a broad collection of additional
gestures. To calculated several emblems, such as the thumbs up gesture, a
similar approach as for mixing emotional expressions and deictic gestures could
be used; the desired position of hand could be handled by the end-effector
mode, and combined with the necessary finger motion using the mode mixer.
In addition, by incorporating finger motion, the quality of several gestures could
be improved. Possible example are clenching the left hand’s fingers during a
right-handed deictic gesture performed in an angry mood, or closing the fingers
in a certain extend to minimise the posture when expressing fear.

10.2 Use of the method for design purposes

To calculate gestures for a certain robot using the developed software, the con-
figuration is specified to the program by its Denavit-Hartenberg parameters
and a maximum of four rotation matrices. In addition, to keep the joint tra-
jectories between the physical boundaries, joint angle limits and speeds can
be imposed. Once this information is passed to the software, gestures to be
calculated can be chosen from the graphical user interface, or a position for a
pointing or grasping gesture can be imposed. A such, different gestures can
be calculated with a minimal effort. Since a selected set of gestures can be
created for different morphologies, the influence of specific design aspects can
be revealed by visualizing the calculated gestures on a single virtual model.
Consequences of joint angle range can be studied, as well as the effect of the
placement of a certain joint.

This methodology is mainly interesting to give insights in the required com-
plexity for a well-defined task and for finding an optimal cost/efficiency trade-
off. For robots intended to perform a variety of different tasks in different
applications, a more complex robot of course gives more freedom regarding the
motions to be performed. But for a robot designed for a specific task or appli-
cation, a careful consideration of different morphologies can help in finding an
optimal design for a desired degree of complexity, cost and expressibility.
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10.3 Elvis

10.3.1 Development of the robot Elvis

To illustrate the above methodology, a new social robot, called Elvis, was
developed. Elvis was developed in the frame of the Probo project and was
based on the experiences of interactions with the first prototype of the robot.
Since the robot is aimed to interact with children on an emotional level, the
possibility of expressing affective states is an important requirement. Therefore,
a gesture study was performed for a series of different configurations, using a set
of emotional expressions. Based on the generated gestures, three configurations
were selected to be studied in more detail. In addition, the gesture software
was used to select an optimal, reduced joint range for all DOF. The three
configurations, denoted as Elvis-Ca, -Cb and -Cc were physically realised by
designing a semi-modular arm system, whereof different joint modules can be
switched. Finally, gestures were created for all three robot versions by imposing
the calculated joint trajectories.

10.3.2 Limitations and possible improvements of Elvis

The characteristic huggable appearance of Probo was passed to Elvis by cov-
ering the mechanical system with a customized fur jacket. For most joints, the
cover was made in two separate pieces and independently attached to the input
and output link, providing an optimal freedom of movement. For the elbow
joint, however, the cover was made in one piece for aesthetic reasons. The tight
cover obstructed the motion in a certain degree, causing the range of motion
to be limited to 90◦ instead of 120◦. Higher angles could not be reached by the
servo motor because of the large friction. To work properly and guarantee the
provided joint range, the elbow cover should be redesigned.

Another issue introduced by the cover is the impeded heat transfer. The
warmth created by the servos is kept inside the cover, with the danger of
overheating the motors.

For all joints, hobby servos are used. For these motors, the positional feedback
is restricted to the servo’s internal control circuit and not fed to the global con-
trol software. Therefore, when the desired position cannot be reached, because
of, for example, a person blocking the motion or, as for the elbow joint, the fur
obstructing the motion, the global control software is not aware of that, while
the servo keeps pulling higher currents. This leads to seriously overheating,
and even destruction of the servo. The current design of the robot is mainly
suited to demonstrate the generation of gestures and the possibilities of the
developed gesture software. The aforementioned problem could be partially
solved by providing series elastic actuators (SEA) and thus reimplementing the
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servo savers. Additionally, the global control software should be improved. To
guarantee a safe interaction, especially with children, a global feedback con-
cerning the servos’ current position should be provided. Another possibility to
allow a safer human-robot interaction is the use of a global impedance control
loop instead of the currently used position control.

To improve the mechanical design and reduce the necessary motor torques,
the use of gravity compensation techniques could be studied.

While the initial version of Probo focussed on facial expressions and therefore
featured 19 DOF in the head, the main interest in the design of Elvis was
the development of an actuated arm system to generate gestures. A next
prototype should include both aspects to optimize the recognizability of the
generated emotional expressions and generally contribute to a natural human-
robot interaction.
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11. Pablo Gómez Esteban, Greet Van de Perre, Bram Vanderborght,
Hoang-Long Cao, Albert De Beir, Paul Baxter, Tony Belpaeme, Erik
Billing, Haibin Cai, Mark Coeckelbergh, Cristina Costescu, Daniel David,
Zhaojie Ju, James Kennedy, Honghai Liu, Alexandre Mazel, Amit Pandey,
Kathleen Richardson, Emmanuel Senft, Serge Thill, David Vernon, Hui
Yu, and Tom Ziemke. How to build a supervised autonomous system
for robot-enhanced therapy for children with autism spectrum disorder.
Paladyn, 8(1):18–38, 2017.
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B.1 Direct kinematics

B.1.1 Denavit-Hartenberg convention

The Denavit-Hartenberg (DH) convention is a common approach for specifying
the geometry of a kinematic chain. In a first step, a frame of reference is
attached to each joint i. Hereby, the zi axis is directed along the rotation axis
of joint i+ 1, while the xi-axis is chosen along the common normal to the joint
axes of joint i and i + 1 (see figure B.1). To specify the transformation of the
reference frame xiyizi with respect to the frame xi−1yi−1zi−1, and therefore,
the placement of joint i+ 1 with with respect to that of the previous one, four
parameters are used:

• ai is defined as the length of the common normal to the axes of joint i
and i+ 1.

• αi is the twist angle between zi−1 and zi around xi.

• di is the offset to the common normal along zi−1.

• θi is the angle between xi−1 and xi around zi−1.

To specify the orientation of frame xiyizi with respect to the frame xi−1yi−1zi−1,
the homogeneous transformation between both frames is written using the DH-
parameters. The roto-translation around and along zi−1 to go from the initial
reference frame xi−1yi−1zi−1 to the intermediate frame xi′yi′zi′ can be written
as:

i−1Ai′ =









cos(θi) −sin(θi) 0 0
sin(θi) cos(θi) 0 0

0 0 1 0
0 0 0 1

















1 0 0 0
0 1 0 0
0 0 1 di
0 0 0 1









(B.1)
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Figure B.1: Denavit-Hartenberg parameters: definition of the reference frames
and parameters [101].

While the roto-translation around and along xi to go from xi′yi′zi′ to xiyizi
equals:

i′Ai =









1 0 0 0
0 cos(θi) −sin(θi) 0
0 sin(θi) cos(θi) 0
0 0 0 1

















1 0 0 ai
0 1 0 0
0 0 1 0
0 0 0 1









(B.2)

By combining both equations, an expression for i−1Ai, the Denavit-Hartenberg
transformation matrix for joint i, can be found:

i−1Ai(qi) =









cos(θi) −cos(αi)sin(θi) sin(αi)sin(θi) aicosθi
sin(θi) cos(αi)cos(θi) −sin(αi)cos(θi) aisin(θi)

0 sin(αi) cos(αi) di
0 0 0 1









(B.3)

Here, qi is the parameter related to the joint value. For a revolute joint,
qi = θi, while for a prismatic joint, qi = di. The relation between the reference
frame xbybzb, placed in the base of the manipulator, and the frame attached to
the end-effector xeyeze, can be calculated by combining the Denavit-Hartenberg
matrices for each joint [101]:

bAe =b T0
0A1(q1) 1A2(q2)...n−1An(qn) nTe (B.4)

When we consider a kinematic chain composed of revolute joints only, all
parameters except θi are constant. Therefore, by specifying the DH-parameters
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to the gesture software, equation B.4 can be calculated as a function of the
current joint angles.

B.1.2 Calculation of the end-effector pose

Since equation B.4 specifies the homogeneous transformation between the base
and end-effector, the orientation φe and position pe of the end-effector with
respect to the base frame, together denoted as the pose xe, can be extracted
from this matrix [101]:

xe =

[

pe(q)
φe(q)

]

(B.5)

bAe =

[

R pe
0 0 0 1

]

(B.6)

The position pe, expressed in the Cartesian coordinates





xe
ye
ze



 can be read

directly from the fourth column of matrix 0An. To calculate the remainder
of the pose, first an orientation representation needs to be chosen. For our
software, the zyx-Euler angles are used. Therefore, R can also be written as:

R = Rz(ψ)Ry(β)Rx(φ)

=





sin(β) −sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1









cos(β) 0 sin(β)
0 1 0

−sin(β) 0 cos(β)









1 0 0
0 cos(φ) −sin(φ)
0 sin(φ) cos(φ)





=





cos(ψ)cos(β) cos(ψ)sin(β)sin(φ)−sin(ψ)cos(φ) cos(ψ)sin(β)cos(φ)+sin(ψ)sin(φ)

sin(ψ)cos(β) sin(ψ)sin(β)sin(φ)+cos(ψ) cos(φ) sin(ψ)sin(β)cos(φ)−cos(ψ)sin(φ)

−sin(β) cos(β)sin(φ) cos(β)cos(φ)





(B.7)

The Euler angles ψ, β and φ can then be found as follows:

ψ = atan(
r21

r11
) (B.8)

β = asin(−r31) (B.9)

φ = atan(
r32

r33
) (B.10)
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B.2 Interpolation between postures

In the gesture software, the necessary joint trajectories to reach a desired ges-
ture are calculated. For the block mode, the gesture database consists of the
specification of the desired end-effector orientations, together with the spec-
ification of the duration of the gesture tgesture. For a gesture calculated by
the end-effector mode, the duration of the gesture depends on the chosen af-
fective state. To generate a trajectory towards the desired posture, multiple
intermediate postures are calculated. The software uses a fixed time-step ∆t,
and by combining this with the desired timing of the gesture, the number of
intermediate postures ni,p can be obtained:

ni,p =
tgesture

∆t
(B.11)

B.2.1 Interpolation in the block mode

For the block mode, the ni,p intermediate postures are found using a linear
interpolation between the current and desired orientation.

For a rotation with amplitude γ around the rotation axis specified by the
unity vector 1k = (nx, ny, nz), the rotation matrix can be written as:

R =





(1 − cosγ)n2
x + cosγ (1 − cosγ)nxny − sinγnz (1 − cosγ)nxnz + sinγny

(1 − cosγ)nynx + sinγnz (1 − cosγ)n2
y + cosγ (1 − cosγ)nynz − sinγnx

(1 − cosγ)nznx − sinγny (1 − cosγ)nzny + sinγnx (1 − cosγ)n2
z + cosγ





(B.12)

By setting this expression equal to the zyx-Euler angles rotation matrix speci-
fying the desired orientation with respect to the current orientation, calculated
using the specifications of the database, the corresponding rotation axis and
amplitude can be found as follows:

γ = atan









√

(r32 − r23)2 + (r13 − r31)2 + (r21 − r12)2

2
r11 + r22 + r33 − 1

2









(B.13)

1k =





nx
ny
nz



 =













r32 − r23

2sinγ
r13 − r31

2sinγ
r21 − r12

2sinγ













(B.14)
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An interpolation between the current and desired orientation is then estab-
lished by a linear progress of the rotation amplitude. The necessary rotation
matrix at time ti is calculated using equation B.12 for the calculated rotation
axis and the amplitude γ(ti):

γ(ti) =
γstart
tgesture

ti (B.15)

B.2.2 Interpolation in the end-effector mode

In the end-effector mode, intermediate postures are calculated by an interpola-
tion between the initial end-effector position pestart

and the desired end-effector
position ped

. A first attempt for the trajectory is a linear interpolation:

pe(ti) =
(ped

− pestart
)

tgesture
ti + pestart

(B.16)

If a part of linear trajectory falls outside the workspace of the robot, an al-
ternative, curved trajectory is calculated. This trajectory will lie in the plane
defined by the initial end-effector position pestart

, the desired end-effector po-
sition ped

, and the initial position of the elbow pelbowstart
. The latter can be

found in the fourth column of the corresponding DH-matrix. The equation of
the plane can be written as follows:

ax+ by + cz = 1 (B.17)

whereby a, b and c can be determined by solving the system of equations
obtained by imposing the coordinates of the three known points lying in this
plane, namely pestart

, ped
, and pelbowstart

, using Cramer’s rule.

A new reference frame xcyczc can then be determined, whereby the xc-axis
is chosen along the connection line between the initial and desired end-effector
position and the zc-axis perpendicular on the plane:

xc = ped
− pestart

(B.18)

zc =





a
b
c



 (B.19)

yc = zc x xc (B.20)

The curved trajectory is the circular arc, defined by the points pestart
, ped

and
a third way point pw. This way point determines the exact shape and curvature
of the trajectory. The initial position of this point lies on the connection line
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between the start and end-effector pose. Its exact position depends on the
amount at which the linear trajectory falls out of the workspace. The position
of this point is expressed in the xc′yc′zc′ -frame, which is the reference frame
parallel to xcyczc, but placed in the base of the kinematic chain:

xc′yc′zc′pw =





xc′yc′zc′xw
xc′yc′zc′ yw
xc′yc′zc′ zw



 (B.21)

To obtain a curved trajectory, the point pw is shifted along the yc′-axis ac-
cording to the following equation:

xc′yc′zc′yw = sign(yestart
)

√

armlength2 −xc′yc′zc′ x2
w −xc′yc′zc′ z2

w (B.22)

The equation of the circle can be written as:

x2 + y2 +mx+ ny + l = 0 (B.23)

whereby the value of m, n and l can be determined by solving the sys-
tem of equations obtained by imposing the coordinates of the three points
xc′yc′zc′pestart

, xc′yc′zc′ ped
and xc′yc′zc′pw.

The intermediate desired end-effector position at time ti can then be ob-
tained as follows. In a first step, the desired position obtained by linear in-
terpolation using equation B.16 is converted to the xc′yc′zc′ frame. From the
xc′-coordinate, the corresponding point on the circle can be determined by
solving the quadratic equation B.23. After transferring it back to the chain’s
base frame, this position is finally used as the desired intermediate end-effector
position at time ti.

B.3 Inverse kinematics

For an imposed end-effector pose, the corresponding joint angles need to be
calculated. This is done using a closed loop inverse kinematics algorithm. In
a first step, the derivative of the joint angles is calculated using the following
equation (see section 3.3.1 and 4.1):

q̇ = J†
A(q) (ẋd +K (xd − xe)) +

(

I − J†
A(q)JA(q)

)

q̇0 (B.24)

Here, xd is the desired end-effector pose. For the block mode, only the ori-
entation is imposed and therefore, xd is reduced to φd, specifying the desired
zyx-Euler angles. For the end-effector mode, on the other hand, the end-effector
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position is imposed and therefore, xd = pd. xe is the current end-effector pose,
which can be calculated based from the DH-matrix as demonstrated in the pre-
vious section. ẋd can be calculated by dividing the offset to the desired pose
by the time at which it should be reached, which is the time-step ∆t.

J†
A(q) is the Moore-Penrose pseudo inverse of the analytical Jacobian JA(q).

The analytical Jacobian is obtained by differentiating the direct kinematics
function with respect to the joint variables:

JA(q) =
∂xe
∂q

(B.25)

with

xe =

[

pe(q)
φe(q)

]

(B.26)

Since in this block mode only the orientation is used, JA(q) is here reduced to
its rotational part only, while for the end-effector mode, only the translational
part is used.

To calculate an expression for the analytical Jacobian JA, first the geometric
Jacobian J is determined.

B.3.1 Geometric Jacobian

The geometric Jacobian describes the relation between the joint velocities and
the corresponding end-effector linear velocity ṗe and angular velocity ωe [101]:

[

ṗe
ωe

]

=

[

Jv(q)
Jω(q)

]

q̇

= J(q)q̇

(B.27)

The expression for the geometric Jacobian can be composed using the chains’
DH-matrices.

The translational part of the Jacobian can be calculated as follows:

Jv =
[

Jv1
... Jvn

]

(B.28)

with

Jvi
=0 zi−1x(0pn −0 pi−1) (B.29)
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The angular velocity part of the Jacobian, on the other hand, can be calculated
using following expression:

Jω =
[

Jω1
... Jωn

]

(B.30)

with

Jωi
=0 zi−1 (B.31)

Here, 0zi−1 represents the direction of the z-axis of the reference frame at-
tached to joint i, with respect to the reference frame attached to the first joint
of the kinematic chain. This vector is available in the third column of the DH-
matrix specifying the transformation between both reference frames, namely
0Ai−1. 0pi−1 represents the position of the origin of reference frame attached
to joint i with respect to that attached to the first joint, and can be obtained
from the fourth column of the DH-matrix 0Ai−1. Similarly, 0pn can be obtained
from the fourth column of 0An

B.3.2 Calculation of the analytical Jacobian

The analytical Jacobian differs from the geometric Jacobian in the rotational
part, since the angular velocity of the end-effector with respect to the base
frame, ωe, is not equal to the derivative of the rotation part of the pose φ̇e.
The relation between ωe and φ̇e can be written as [101]:

ωe = B(φe)φ̇e (B.32)

whereby the exact expression of the matrix B depends on the chosen orienta-
tion representation. For zyx-Euler angles, B becomes:

B =





0 −sin(ψ) cos(ψ)cos(β)
0 cos(ψ) sin(ψ)cos(β)
1 0 −sin(β)



 (B.33)

The relation between the geometric and analytic Jacobian can then be written
as:

J(q)q̇ =

[

ṗe
ωe

]

=

[

I 0
0 B(φe)

] [

ṗe
φ̇e

]

=

[

I 0
0 B(φe)

]

JA(q)q̇

(B.34)
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and therefore:

JA(q) =

[

I 0
0 B−1(φe)

]

J(q) (B.35)

Since both the geometric Jacobian J and the matrix B can be calculated from
the DH-parameters for the current value of the joint angles qi, the expression
for the analytical Jacobian can be evaluated as well.

B.4 Runge-Kutta

To calculate the joint angles qi from their derivatives q̇i, the Runge-Kutta
method is used [152]. Runge-Kutta is an iterative method to numerically inte-
grate differential equations. In our gesture software, the initial value problem
is specified as follows:

q̇ = f(q) and qt0 = q0 (B.36)

whereby f(q) is specified by equation B.24.

An approximation for qti+1
, denoted as qi+1, is calculated using the present

value qi and the weighted average of four increments:

qi+1 = qi +
h

6
(k1 + 2k2 + 2k3 + k4) (B.37)

with

k1 = f(ti, qi) (B.38)

k2 = f(ti +
h

2
, qi + h

k1

2
) (B.39)

k3 = f(ti +
h

2
, qi + h

k2

2
) (B.40)

k1 = f(ti + h, qi + hk3) (B.41)

Whereby h is the time step:

ti+1 = ti + h (B.42)
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